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Abstract

Hamiltonian Thermostatting Techniques for Molecular
Dynamics Simulation.

by
Christopher Richard Sweet.

Molecular dynamics trajectories that sample from a Gibbs, or canonical, distribution
can be generated by introducing a modified Hamiltonian with additional degrees of free-
dom as described by Nosé [50] and, although this method has found widespread use in its
time re-parameterized Nosé-Hoover form, the lack of a Hamiltonian structure coupled with
the need to ‘tune’ thermostatting parameters has limited its use compared to stochastic
methods. In addition, thermostatting small or stiff systems often does not give the cor-
rect distributions unless the Nosé-Hoover chains [47] method is used, which inherits the
Nosé-Hoover deficiencies noted above. More recently the introduction of the Hamiltonian
Nosé-Poincaré method [8] has renewed interest in the possibility of Hamiltonian methods
which can improve dynamical sampling.

In this Thesis multiple thermostat Hamiltonian methods are proposed, from which a
better understanding of Nosé type schemes has been obtained by experimentation. This
has allowed an accurate mathematical model of a thermostatted oscillator to be proposed,
which in turn has led to the construction of two important new Hamiltonian methods, Nosé-
Poincaré chains (NPC) and Recursive Multiple Thermostats (RMT). The NPC method
provides the advantages of Nosé-Hoover chains but with a Hamiltonian structure, where
symplectic integrators can be used for improved long term stability. The RMT method,
while retaining the advantages of the NPC method, obtains canonical sampling without the
stability problems encountered with chains and has the additional advantage that the choice
of Nosé mass is essentially independent of the underlying system. The methods proposed
here, although applicable to small systems, have applications in large scale models with
complex structure, such as protein-bath, quantum-classical and systems which are difficult
to thermostat such as Butane molecules.
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2.3 Nosé-Poincaré Thermostats. . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
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Chapter 1

Introduction

In this chapter we look at the general framework of modern thermostating techniques

and give an overview of the objectives of this Thesis in Section 1.1. In Section 1.2 a brief

introduction to molecular dynamics is provided, followed by a discussion of the microcanon-

ical and canonical ensembles from statistical mechanics in Section 1.3. Section 1.4 looks at

the commonly available constant temperature methods and Section 1.5 looks at symplectic

integrators as a motivation for the development of fully Hamiltonian methods. Section 1.6

reviews the open problems for thermostatting using extended system methods based on

Nosé’s scheme. The final section, 1.7, details the contribution to the literature from this

Thesis.
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1.1 Thesis overview.

Molecular dynamics simulations are generally based on the classical equations of motion

of particles derived from a Hamiltonian, H(q, p), where q = (q1, q2, · · · , qN ) represents the

N particles positions and p = (p1, p2, · · · , pN ) their momenta. The total energy for a clas-

sical mechanical system, free from external force, is conserved and hence any macroscopic

properties obtained from the simulation are at constant energy E, number of particles N ,

and generally volume V . This corresponds to the microcanonical ensemble in statistical

mechanics where only the phase-space points which satisfy H(q, p) = E are allowed for a

phase-space Γ = (q, p). The temperature T of the system is related to the average kinetic

energy by the equipartition theorem (see Appendix D),

〈
N∑

i=1

p2
i

2mi

〉
=

3NkT

2
, (1.1)

where k is the Boltzmann constant and mi the mass of the ith particle. For many lab-

oratory experiments T would be constant and in addition the macroscopic properties of

interest are from the canonical ensemble, where the statistical mechanical expression is well

known. Although other methods, such as the Monte Carlo method, sample from the canon-

ical ensemble they cannot determine dynamical properties, making it desirable to obtain

molecular dynamics methods which sample from the canonical ensemble.

Several deterministic methods have been proposed using non-reversible temperature

controls and isokinetic constraints but, although smooth trajectories result, they fail to

produce the canonical fluctuations in kinetic energy. More recent work concerns the idea

of adding some form of ‘heat bath’ with which the simulated system can exchange energy,
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giving a constant average temperature. These ideas began with the work of Andersen [4]

who was studying constant volume simulations, this led to the ground breaking work of

Nosé [50] where a single thermostating variable was added to the equations of motion to

act as the heat bath. For this method it can be shown analytically that sampling from the

canonical ensemble occurs under an ergodicity assumption, but an artificial scaling of the

time variable is introduced which makes computation of time-correlation functions cum-

bersome. While correcting this deficiency, Hoover’s coordinate and time transformations

[30] destroy the Hamiltonian structure, which is undesirable since it precludes the use of

geometric integrators [42, 22, 23], which have excellent long term behavior. More recent

work by Bond, Laird and Leimkuhler [8] introduced the Nosé-Poincaré method wherein the

desired rescaling of time is accomplished through transformation of the Hamiltonian itself.

A feature associated with these methods is the introduction of a parameter, Q, the Nosé

mass. The selection of this mass is critical if the correct sampling is to be obtained, and

it is generally calculated so that the thermostatting variable has a self-resonant frequency,

estimated by linearization, coincident with some natural frequency within the original sys-

tem. For complex systems, where several frequencies exist, the correct method of choosing

of Q is less clear and is dependent on the coupling between sub-systems and modes. For

systems such as liquids with a Lennard-Jones potential, where the coupling between dif-

ferent parts of the system is good and they display a broad frequency spectrum, a very

wide choice of Q is applicable. By contrast, for simulations of Butane molecules, having

poor coupling between modes and discreet frequency spectra, the choice of Q is critical

and generally determined empirically. It is desirable to develop a method which improves
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the dynamical sampling for systems which display the problems that are seen in simulating

Butane molecules. This motivates the study of thermostatted multiple harmonic oscillators

to determine the relationship between Q and the system to be simulated.

Since sampling from the canonical ensemble is dependent on an assumption of ergodicity

many systems fail to give the correct distributions when modified by these schemes, particu-

lary small and stiff systems. A method was proposed by Martyna, Klein and Tuckerman [47]

to improve the ergodicity in these systems by arranging that each thermostat is controlled

by another thermostat, forming a thermostat chain. This is reasonable successful but has

no Hamiltonian since it is based on the Nosé-Hoover method, and requires the selection of

additional parameters, or Nosé masses, Qi. There is also a question of stability since the

time reparametrization is only applied through the first thermostat.

The object of this Thesis is to develop a thermostatting scheme with the following

properties:

• Real-time evolution, with all parts of system evolving in a common timescale.

• Hamiltonian based.

• Interaction with multiple frequencies within the original system.

• Stability levels equivalent to the underlying Nosé-Poincaré method.

• Ergodicity enhanced in a similar manner to that observed for chains.

• The choice of Nosé masses should be essentially independent of the underlying system.

• Can be shown analytically to sample from the canonical ensemble, assuming ergodic-
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ity.

Since a Hamiltonian formulation is required, and is not presently available for chains meth-

ods, the task was undertaken in two stages:

• The development of a Hamiltonian chains method based on the Nosé-Poincaré scheme.

• The introduction of multiple thermostats which interact directly with the system to

be thermostatted.

In Chapter 2 the thermostatting schemes currently available are introduced and the

proofs of the correct sampling given. To gain a better understanding of the basic meth-

ods we examine the role of the Nosé mass in providing ergodic behavior in Chapter 3. A

frequency domain analysis of the real-time Nosé-Poincaré method when applied to har-

monic models is introduced, which offers a useful insight into the role of the Nosé mass

with particular reference to the thermostatting variable phase-space. Chapter 4 extends

the Generalized Thermostatting Bath of Laird and Leimkuhler [38] to include multiple

thermostats which interact directly with the system to be thermostatted. The Hamiltonian

Nosé and Nosé-Poincaré chains are then described as special cases of this class of methods.

In Chapter 5 the Recursive Multiple Thermostat (RMT) method is introduced, a method

which encompasses the thermostatting scheme requirements given above in addition to hav-

ing other desirable properties. Chapter 6 summarizes this work and looks at further work

that should be undertaken to apply these methods to a wider range of problems, such as

protein modelling. An important feature of the formalism presented here is that the meth-

ods always remain within the class of Hamiltonian dynamical models, for which symplectic
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integrators, having superior long-term stability properties, are possible. Construction of

efficient schemes suitable for molecular dynamics applications is an important task, in Sec-

tions 4.9 and 5.4 it is shown that this is possible by designing efficient Hamiltonian splitting

methods for both Nosé-Poincaré chains and RMTs.

An electronic aid to understanding the thermostatting methods described in this Thesis

is available at the URL http://www.recursivethermostat.info.

1.2 Molecular Dynamics simulations.

Molecular dynamics (MD) simulations form one of the main methods used in the theo-

retical study of chemical and biological molecules, wherein the time dependent behavior of

a molecular system is computed. These MD simulations can provide detailed information

on molecular fluctuations and conformational changes and are used routinely to investigate

the thermodynamics, dynamics and structure of chemical and biological molecules. MD

methods date back to the 1950’s, when Alder and Wainwright [1, 2, 3] studied the interac-

tions of hard and elastic spheres leading to important insights into the behavior of simple

liquids, and have been refined to the point where realistic simulations of solvated proteins,

and the folding of small proteins, is possible.

MD simulations solve the equations of motion of the particles within the system and

hence the information generated is at the microscopic level, such as atomic positions and

velocities, which can be converted to macroscopic quantities, such as pressure, energy and

heat capacity, by the use of statistical mechanics as shown in Section 1.3. Statistical me-

chanics provides the mathematical expressions that relate these macroscopic quantities to
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the distribution and motion of the atoms and molecules of an N-body system. One of the

main advantages of MD simulations over other schemes, such as the Monte-Carlo method,

is that it is possible to study both thermodynamic and time dependent properties.

When considering macroscopic quantities, an ensemble is a collection of all possible

systems which have different microscopic states but have an identical macroscopic or ther-

modynamic state. Examples of a number of ensembles with different characteristics are,

• Microcanonical ensemble (NVE) : The thermodynamic state characterized by a fixed

number of atoms, N, a fixed volume, V, and a fixed energy, E. This corresponds to an

isolated system.

• Canonical Ensemble (NVT): This is a collection of all systems whose thermodynamic

state is characterized by a fixed number of atoms, N, a fixed volume, V, and a fixed

temperature, T.

• Isobaric-Isothermal Ensemble (NPT): This ensemble is characterized by a fixed num-

ber of atoms, N, a fixed pressure, P, and a fixed temperature, T.

• Grand canonical Ensemble (mVT): The thermodynamic state for this ensemble is

characterized by a fixed chemical potential, m, a fixed volume, V, and a fixed tem-

perature, T.

The ensemble average of some quantity A(q, p) is then defined as,

〈A(q, p)〉Ensemble =
∫

A(q, p)ρ(q, p)dqdp, (1.2)

where ρ(q, p) is the probability density of the ensemble. This integral is generally difficult

to evaluate as it is necessary to calculate all possible states of the system, and a molecular
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dynamics simulation calculates the points in the ensemble sequentially in time. For MD

simulations we instead determine a time average of A(q, p) which is expressed as, for time

T,

〈A(q, p)〉Time = lim
T→∞

1
T

∫ T

0
A(q(t), p(t)) dt ≈ 1

M

M∑

i=1

A(qi, pi), (1.3)

where M is the number of steps of time ∆t and A(qi, pi) is the value of A(q, p) at the

discreet points qi = q(i∆t), pi = p(i∆t). From this it is possible to calculate time averages

by molecular dynamics simulations, but these experimental averages are then assumed to

be ensemble averages. This apparent problem is resolved by the ergodic hypothesis, one

of the most fundamental axioms of statistical mechanics, which states that the ensemble

average equals the time average i.e.,

〈A(q, p)〉Ensemble = 〈A(q, p)〉Time. (1.4)

The basic concept here is that if the system is allowed to evolve in time indefinitely it will

eventually pass through all possible states. Because of this it is important in MD simulations

to generate enough representative conformations such that this equality is satisfied and,

since the simulations are of fixed duration, a sufficient amount of phase space must be

sampled. We will see in Chapter 2 that the proof of sampling from the correct ensemble, for

systems thermostatted by Nosé’s method, is dependent on the system being ergodic, which

is not always true particularly for small or stiff systems. The definition of ergodic as time

average being equal to ensemble average is used throughout this Thesis.

The MD simulation method is generally based on Newtons second law or the equation

of motion F = ma, where F is the force exerted on the particle, m its mass and a its

acceleration. From a knowledge of the forces acting within the system it is possible to
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determine the acceleration of each atom or particle. The equations of motion are then

integrated to give a trajectory that describes the positions, velocities and accelerations

of the particles as they vary with time, allowing the average values of properties to be

determined. The method is deterministic, once the positions and velocities of each atom

are known the state of the system can be predicted at any time in the future or the past.

Due to the complicated nature of the potential energy functions found in all but the simplest

of systems there will be no analytical solution to the equations of motion and they must

be solved numerically. Many numerical methods have been developed for integrating these

equations but the most effective for use in MD simulations should conserve energy and

momentum and permit a large integration time step. A class of integrators which meet these

requirements are Geometric integrators which preserve geometric properties of the original

system. The most common of these are time-reversible, a property found in Newtonian

mechanics, and symplectic which are applicable for Hamiltonian systems and are discussed

in Section 1.5.

Molecular dynamics simulations are generally computationally expensive, mitigated to

some extent by the availability of increasingly faster and cheaper computers. Despite this,

simulations of solvated proteins are routinely calculated up to the nanosecond time scale,

with simulations into the millisecond time scale reported. Since a significant part of the

simulation can be taken up by equilibration, which must be completed before averages can

be taken, methods which converge quickly to the correct ensemble are desirable.
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Figure 1.1: Systems in the microcanonical (left) and canonical (right) ensembles. The
shaded outlines represent heat insulating walls.

1.3 Microcanonical and canonical ensembles.

Although constant energy simulations are straightforward it is not as convenient to

derive statistical mechanical formulae from the microcanonical ensemble as it is from the

canonical ensemble, as considered by Lebowitz, Percus and Verlet [40]. As a motivation for

developing methods which sample from the canonical ensemble both ensembles are studied,

and are shown schematically in Figure 1.1.

1.3.1 Microcanonical ensemble.

As stated in Section 1.1 the microcanonical ensemble in statistical mechanics is equivalent

to constant energy conditions, the external control parameters being number of particles N ,

total energy, E, and the volume V . For a single harmonic oscillator, with angular frequency

ω = 1, sampling from the microcanonical ensemble, the q histogram and q, p phase space

are shown in Figure 1.2. For a Hamiltonian,

H(q, p) =
N∑

i=1

p2
i

2mi
+ V (q), (1.5)
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Figure 1.2: Harmonic oscillator for angular frequency ω = 1, q histogram and q, p phase-
space for the microcanonical ensemble.

where V (q) is the potential energy, the equations of motion,

q̇i =
pi

mi
, ṗi = −∇qiV (q), (1.6)

conserve the total energy H(q, p), the only phase-space points (q, p) allowed are those on

the constant energy hypersurface satisfying H(q, p) = E. It is assumed that that every

allowed point in phase-space has equal weight in microcanonical ensemble averages, the

principle of of equal a priori probability in statistical mechanics. This is closely related to

the assumption of ergodicity, where the trajectory of a phase-space vector (q, p) will pass

through almost all points within the allowed portion of phase-space, which is integral to the

proof of the correct sampling for Nosé schemes. The probability that a phase-space point

(q, p) appears in an average is defined by the equilibrium density function f(q, p) and, for

the microcanonical ensemble,

fmc(q, p) ∝ δ[H(q, p)−E]. (1.7)

The Dirac Delta function δ form reflecting the constraint H(q, p) = E with δ(x − a) =

0, x 6= a and
∫ a+ε
a−ε δ(x− a)dx = 1, ∀ε > 0. The ensemble average for some quantity A(q, p)

17



is then defined as,

〈A(q, p)〉 =
∫

A(q, p)f(q, p)dqdp∫
f(q, p)dqdp

. (1.8)

By using thermodynamic relations the macroscopic properties of the system can be

derived. The Boltzmann relation for entropy is,

S = k ln W, (1.9)

where W is the number of microscopic states which, for the microcanonical ensemble, is

given by,

W =
1

N !hNf

∫ E

dE′
∫

fmc(q, p)dqdp

=
C1

N !hNf

∫
θ(E −H(q, p))dqdp, (1.10)

for constant C1 and Planck’s constant h. Here θ(x) is the Heaviside function with θ(x) =

1, x > 0, θ(x) = 0, x < 0 and δ(x) = dθ(x)/dx.

The statistical mechanical expressions can then be derived using the methods of Pearson,

Halicioglu and Tiller [55]. For systems where the kinetic energy is given by a quadratic

form of the momenta, where it is possible to perform the integration in 3N dimensional

momentum space, (1.10) simplifies to,

W = C2

∫
2

3N
(E − V (q))(3/2)Ndq, (1.11)

for constant C2. Substituting (1.11) into (1.9),

S = k ln
(

C2

∫
2

3N
(E − V (q))(3/2)Ndq

)
. (1.12)

From (1.8) the average of a quantity A(q), where 〈 〉mc is the average in the microcanonical
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ensemble is,

〈A(q)〉mc =
∫

A(q)(E − V (q))(3/2)N−1dq∫
(E − V (q))(3/2)N−1dq

. (1.13)

Temperature is defined by the thermodynamical relationship,

1
T

=
(

∂S

∂E

)

V

= k

∫
3N
2 (E − V (q))(3/2)N−1dq∫
(E − V (q))(3/2)Ndq

=
3Nk

2〈K〉 , (1.14)

for kinetic energy K = E − V (q). Then the temperature is related to the average kinetic

energy by the equipartition theorem (see Appendix D),

T =
2

3Nk
〈K〉mc. (1.15)

The heat capacity is,

CV =
(

∂E

∂T

)

V

=
(

∂T

∂E

)−1

V

= k

(
1−

(
1− 2

3N

)
〈K〉mc

〈
1
K

〉

mc

)−1

. (1.16)

The average of the inverse of the kinetic energy in the thermodynamical limit is approxi-

mated by,
〈

1
K

〉

mc

=
1
〈K〉

(
1 +

〈(δK)2〉
〈K〉2

)
, (1.17)

where K = 〈K〉+ δK and 〈(δK)2〉 = 〈K2〉 − 〈K〉2. Substituting (1.17) into (1.16) we get,

CV ≈ k

(
2

3N
− 〈(δK)2〉

〈K〉2
)−1

, (1.18)

an equation obtained by Lebowitz, Percus and Verlet [40]. The fluctuation of the kinetic

energy in the microcanonical ensemble is then,

〈(δK)2〉mc =
2

3N
〈K〉2

(
1− 3Nk

2CV

)
. (1.19)
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Figure 1.3: Harmonic oscillator with ω = 1, q distribution and q, p phase-space for the
canonical ensemble.

1.3.2 Canonical ensemble.

The canonical ensemble relates to simulations where temperature T is fixed instead of

total energy E. This ensemble is shown schematically in Figure 1.1 where the original system

is surrounded by large external system and energy, but not particles, can be exchanged

between them. The external system, or heat bath, must be large in relation to the original

system so that temperature changes caused by any energy transfer will be negligible. If we

define the temperature of the original system by the average total kinetic energy (1.15),

the temperature will be maintained at a constant value by thermal contact with the heat

bath. Since temperature is now constant the total energy of the system fluctuates and the

distribution is now the canonical distribution,

fc(q, p) =
1√

2πkT
exp

(
−H(q, p)

kT

)
. (1.20)

For a single harmonic oscillator, with ω = 1, sampling from the canonical ensemble the q

distribution and q, p phase space are shown in Figure 1.3. The relationship between the
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distribution functions (1.7) and (1.20) is given by the Laplace transformation, with energy

E,

fc(q, p; T ) =
∫

dE exp
(
− E

kT

)
fmc(q, p; E). (1.21)

The thermodynamical potential in the canonical ensemble is the Helmholtz energy

F (T, V, N) given by,

F (T, V, N) = −kT ln
(∫

fc(q, p)dqdp

)

= −kT ln
(

1√
2πkT

∫
exp

(
−H(q, p)

kT

)
dqdp

)
. (1.22)

The heat capacity is then expressed as a fluctuation of the total energy,

CV =
〈H2〉c − 〈H〉2c

kT 2
. (1.23)

The average and fluctuation of kinetic energy are then,

〈K〉c =
3N

2
kT, (1.24)

and,

〈(δK)2〉c =
2

3N
〈K〉2 =

3N

2
(kT )2. (1.25)

It is noted that quantities which are first order derivative of the thermodynamical potential,

such as total energy E and pressure P , are independent of the ensemble but second or higher

order derivatives, as we see with heat capacity, are not.

The fluctuation of kinetic energy in the canonical ensemble (1.25) is greater than that

in the microcanonical ensemble (1.19), and this inequality can be used to confirm that the

sampling is correct for constant temperature simulations.
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1.4 Constant temperature methods.

The most common constant temperature methods, required for sampling from the canon-

ical ensemble, are: the constraint method, the stochastic method and the extended system

method. Brief descriptions of these methods follow.

1.4.1 Constraint method.

This method works by imposing a constraint on the total kinetic energy as the average

kinetic energy is related to the temperature (1.1). Since the relative amplitude of the

fluctuations in kinetic energy becomes small for large systems this form of constraint does

not seriously affect the resulting dynamic and static quantities. An early method of this

type was proposed by Woodcock [68] using a velocity scaling algorithm where, after the

temperature is adjusted to be near its target, the simulation is continued without the

velocity scaling to calculate the required statistical mechanical averages. Since the scaling

contravenes energy conservation the phase-space trajectories are discontinuous at the point

of scaling and it is unclear if the correct distribution is obtained.

By studying nonequilibrium states a new constraint method is obtained by calculating

the transport properties as a response to an external perturbation [19, 20]. For constant

temperature dynamics a constraint of a constant kinetic energy is applied to the equations

of motion [31, 16]. Gauss’s principle of least constraint states that a constraint force added

to restrict the particle motion on a constraint hypersurface should be normal to the surface

in realistic constraint dynamics. The equations of motion (1.6) can be modified in this
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manner [18] to give,

q̇i =
pi

mi
, ṗi = −∇qiV (q)− ζpi, (1.26)

where ζ is the coefficient of the constraint force. This is known as the Gaussian thermo-

stat method and ζ is a Lagrangian multiplier which satisfies the constant kinetic energy

constraint when,

ζ = −
(

N∑

i=0

pi

mi
.∇qiV (q)

)(
N∑

i=0

p2
i

mi

)−1

. (1.27)

For these methods it can be shown that, in position q, the canonical distribution is realized.

1.4.2 Stochastic method.

The thermal motion of a particle, in a macroscopic scale, appears to be driven by a ran-

dom force and hence stochastic methods, such as Monte Carlo and Brownian dynamics, are

applicable. Equations similar to Langevin’s equation for Brownian dynamics were proposed

by Schneider and Stoll [59],

mi
d2qi

dt2
= −∇qiV (q)− γq̇i + Ri(t), (1.28)

where a friction force, with coefficient γ, and a random force Ri(t) are added. The ran-

dom force, temperature T and friction coefficient γ are related by the second fluctuation

dissipation theorem,

〈Ri(t1)Rj(t2)〉 = δij2kTγδ(t1 − t2). (1.29)

Thermal agitation due to the random force and slowing due to the friction force balance to

keep the temperature constant.

Andersen [4] has proposed a more direct method where occasional collisions between a
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particle and hypothetical particles cause the particle to lose its memory, the velocity is reset

to a value randomly selected from a Maxwell distribution at temperature T .

Both of these approaches provide sampling from the canonical ensemble for position q,

however care needs to be exercised in their use. For example if the frequency of the random

collisions in Andersen’s method is too high the particle loss of memory occurs in too short

a time, leading to the velocity autocorrelation function damping quickly [65].

1.4.3 Extended system method.

Extended system schemes introduce additional degrees of freedom, corresponding to the

heat bath, which allow the total energy of the original system to fluctuate. This family of

methods was proposed by Nosé [50, 51] and, in its basic form with one additional degree

of freedom, is a Hamiltonian formulation that can be shown analytically to sample from

the canonical ensemble if the system is assumed to be ergodic. This scheme forms the

basis for the majority of current research into thermostatting using deterministic methods,

and has found its way into many diverse areas including the combination with constant

pressure methods [57, 49, 54, 13] with more recent work by Laird and Sturgeon [39]. For a

Hamiltonian of the form (1.5) the corresponding Nosé formulation with additional variable

s and its momentum ps would be,

HNOSÉ(q, p, s, ps) =
N∑

i=1

p2
i

2mis2
+ V (q) +

p2
s

2Q
+ gkT ln s, (1.30)

where Q and g are constants. If we look at the equation of motion for ps,

ṗs =
1
s

(
N∑

i=1

p2
i

mis2
− gkT

)
. (1.31)
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Taking averages and assuming that time averages of time derivatives vanish suggests that

the average kinetic energy coincides with the temperature T .

Since the variable s effectively scales the momentum this can be interpreted as a rescaling

of time by a factor s−1, which makes quantities such as autocorrelation functions difficult to

calculate. To overcome this Nosé [51] proposed a transformation from these virtual variables

into real variables, with further simplification by Hoover [30]. The equations of motion take

on the form of the constrained dynamics (1.26) but with the friction coefficient ζ now a

variable in the extended system method,

ζ̇ =
1
Q

(
N∑

i=1

p2
i

mi
− gkT

)
, (1.32)

where g is now the number of degrees of freedom and Q, the Nosé mass, a parameter

which determines the speed of temperature control. The equations (1.26) and (1.32) are

now known as the Nosé-Hoover thermostat [17]. Since this method has no Hamiltonian the

volume in (q, p, ζ) phase-space is not conserved, changing in proportion to the Boltzmann

factor exp(−H(q, p)/kT ). It can be shown that the canonical distribution is a steady equi-

librium solution for the equations expressing the conservative flow of probability with time

for this method.

An alternative to the Nosé-Hoover method was proposed more recently by Bond, Laird

and Leimkuhler in [8] where it is possible to obtain real-time results while remaining within

a Hamiltonian formulation by applying a Poincaré time transformation to Nosé’s original

approach. For this Nosé-Poincaré method it is possible to show that sampling is from the

canonical ensemble under an ergodic assumption.

Work by Bulgac and Kusnezov [9] has shown that Nosé-Hoover schemes can be extended
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to classical spin systems, where there is no kinetic energy term. In this paper it is shown

that the only requirement for obtaining the canonical distribution is to control a pair of

quantities such that the ratio of their canonical ensemble averages is kT .

Ergodic properties are important for these methods and as a consequence the model

consisting of a harmonic oscillator connected to the heat bath is often used [30, 56, 24, 37].

This has led to the work of Martyna, Klein and Tuckerman [47] where additional degrees of

freedom were introduced into the Nosé-Hoover method to overcome the lack of ergodicity

in small and stiff systems. Each additional degree of freedom thermostats the previous

thermostat creating a thermostatting chain and this scheme is now known as the Nosé-

Hoover chains method. Attempts at applying this concept to the Nosé-Poincaré method in a

straightforward manner, in order to obtain the advantages of both chains and a Hamiltonian

formulation, does not give the correct sampling.

Additional studies by Hoover and Holian [26, 27, 25, 29] have looked into the behavior

of Nosé and Nosé-Hoover methods.

1.5 Symplectic integrators.

The thermostatting methods in the preceding section will require a numerical integrator

as a mapping which approximates the flow-map of the system of differential equations.

There are many numerical integrators discussed in the literature but the class of Geometric

integrators have attracted attention for their ability to preserve geometric properties of

the original system, the most common being time-reversibility, applicable to Newtonian

mechanics, and symplecticness for Hamiltonian systems. The application of these methods
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Figure 1.4: 27 particle simulation using a Lennard-Jones potential and periodic boundary
conditions.

10
2

10
4

10
6

10
−5

10
−4

10
−3

10
−2

10
−1

Total number of steps

S
te

p 
si

ze

Euler
RK−4
Verlet

10
0

10
5

10
−5

10
−4

10
−3

10
−2

10
−1

Total time

S
te

p 
si

ze

Figure 1.5: Maximum possible step size for Euler, 4th order Runge-Kutta and Verlet meth-
ods for a given number of integration steps and simulation time.

27



is shown to provide excellent long-term stability and preservation of quantities such as first

integrals, an example of which is energy in the Hamiltonian case.

Since thermostating methods generally introduce an undesirable mixing of the variables,

leading to implicit integration schemes, Hamiltonian systems have an additional advantage

as this limitation can be overcome by splitting the Hamiltonian to formulate explicit sym-

plectic methods [22, 64]. This provides the motivation to develop Hamiltonian thermostat-

ting methods.

To illustrate the importance of symplectic integrators for MD simulations a system con-

sisting of 27 particles, using a Lennard-Jones potential and periodic boundary conditions

as shown in Figure 1.4, was simulated using three different integrators; 1st order Euler, 4th

order Runge-Kutta and the 2nd order Verlet (symplectic) method. For a given number of

integration steps the maximum possible step size was determined for each method as seen in

Figure 1.5, from this it is clear that for the non-symplectic methods the number of integra-

tion steps determines the maximum step size that can be used. Since very long integration

times are required for MD simulations, methods where the step size is independent of the

number of integration steps are the only practical approach.

A Hamiltonian H(z), z = (q, p), can be written in the compact form,

ż = J∇zH(z), (1.33)

where J is an invertible skew-symmetric matrix (JT = −J). A smooth map ψ is called a

symplectic map if its Jacobian ψz(z) satisfies,

[ψz(z)]TJ−1ψz(z) = J−1. (1.34)
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Symplectic maps, time-reversibility and Hamiltonian splitting methods are discussed

further in Appendix B.

Symplectic integrators have another important feature, the possibility of Backward Error

Analysis. It can be shown that the approximate solution provided by a symplectic integrator

is the exact solution of a modified Hamiltonian, which can be derived by the application of

the backward error analysis. This is discussed further in Appendix C.

Anther important consideration for numerical integrators is the order of the method

where, for a step size of h and order p, the global error will be O(hp). For N -body sys-

tems considerable computational advantage can be gained by employing high order methods

since exact trajectories for the bodies are required. It is possible to construct higher order

methods while remaining in the class of explicit and time-reversible integrators by using

composition methods as described by Yoshida [69]. Further enhancements for N -body in-

tegrators can be produced by utilizing variable step-size techniques such as the Adaptive

Verlet method proposed by Huang and Leimkuhler [32], but problems occur when com-

bining this method with composition methods, leading to lower than expected order. This

limitation has been overcome by Leimkuhler and Sweet [45] where a backward error analysis

is used to develop a modified framework such that higher orders are obtained. An overview

of [45] appears in Appendix E.

For molecular dynamics simulations low order methods are generally considered, such as

the Verlet method, since exact trajectories are not required to generate ensemble averages.

The Verlet method is also symplectic and hence applicable to Hamiltonian formulations,

but not to schemes such as the Nosé-Hoover method.
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1.6 Thermostatting open problems.

Despite the attention that schemes based on Nosé’s method have attracted, there remain

a number of unresolved issues which limit their usefulness when compared to stochastic

methods.

With the methods in Section 1.4.3, the choice of Nosé mass or masses in the case of

thermostatting chains have to be tailored to the system to be simulated. It has been

generally accepted that the self-oscillation frequency of the thermostatting variable should

coincide with some frequency within the original system, but this can be problematic in real

systems where several such frequencies exist. Even in idealized systems the self-oscillation

frequency has been found to be a poor guide, requiring the tedious tuning of parameters

during several simulations, to determine the optimum values.

The correct sampling for extended systems relies on the system being ergodic which,

especially for small or stiff systems, may not be true. The introduction of thermostatting

chains alleviates this problem but the small dimensional sub-system that each additional

thermostat is required to control can introduce the same problems experienced by the har-

monic oscillator when thermostatted by Nosé’s method. This can lead to stability problems

in the numerical integrator and a lack of ergodicity in the thermostatting chain, so that the

expected average values for the additional thermostats ‘kinetic’ terms may not be achieved.

The lack of a Hamiltonian thermostatting chain method also prevents the use of symplectic

integrators.
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1.7 Thesis results.

The main results obtained in this Thesis are to published as two papers [43, 44], the

important points of which are detailed below.

1) The Canonical Ensemble via Symplectic Integrators using Nosé and Nosé-

Poincaré chains.

• The construction of a general family of fully Hamiltonian multiple thermostat meth-

ods, from which the chains methods are derived.

• The implementation of fully Hamiltonian Nosé/Nosé-Poincaré chains as an alternative

to the non-Hamiltonian Nosé-Hoover chains.

• Construction of a Hamiltonian splitting method to implement explicit integrators for

Nosé-Poincaré chains.

• Proof of the correct ensemble sampling for these methods, under an ergodic assump-

tion.

• Experimental evidence for the broader choice of Nosé mass provided by chains meth-

ods.

• Experimental results showing the successful thermostatting of difficult systems such

as the harmonic oscillator.

2) A Hamiltonian Formulation for Recursive Multiple Thermostats in a Com-

mon Timescale.
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• The extension of the fully Hamiltonian multiple thermostat methods such that multi-

ple thermostats can interact directly with the system to be thermostatted, from which

the Recursive Multiple Thermostat method is derived.

• The implementation of the fully Hamiltonian Recursive Multiple Thermostat (RMT)

method, overcoming the limitations of Nosé-Poincaré and chains methods.

• Construction of a Hamiltonian splitting method to implement explicit integrators for

RMT.

• Proof of the correct ensemble sampling for this method, under an ergodic assumption.

• Special features of the thermostatting variable’s phase-space, and their role in pro-

ducing the correct sampling, are displayed.

• Construction of a frequency domain model of the Nosé-Poincaré thermostatting method

to show that the correct choice of Nosé mass is determined by the requirement that

the heat bath should be ergodic rather than that the thermostat should resonate with

some frequency within the original system.

• Experimental evidence to show that the choice of Nosé mass is essentially independent

of the underlying system.

• Experimental results showing the successful thermostatting of difficult systems such

as the harmonic oscillator and multiple harmonic oscillators with large frequency

difference.

• From the results obtained when applying the RMT method to multiple harmonic

oscillators with large frequency difference it is expected that this method would be
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applicable to systems which are difficult to thermostat, such as Butane molecules

where there is poor coupling between modes.
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Chapter 2

Nosé Dynamics

In this Chapter we examine Nosé’s thermostatting scheme in detail, and consider the

proof that the modified system samples from the canonical ensemble if ergodicity can be

assumed. Since Nosé’s method introduces an artificial scaling of the time variable, which

makes computation of time-correlation functions cumbersome, we also consider methods

which introduce time transformations to correct this deficiency. These include Hoover’s

coordinate and time transformations [30], which destroy the Hamiltonian structure, and

more recent work by Bond, Laird and Leimkuhler [8] where the desired rescaling of time is

accomplished through transformation of the Hamiltonian itself.

For small or stiff systems these methods are not ergodic and the correct distributions are

not produced. To overcome this Martyna, Klein and Tuckerman [47] proposed a method,

Nosé-Hoover chains, where each thermostat is controlled by another thermostat forming a

thermostat chain. This scheme inherits the limitations of the Nosé-Hoover method, the lack

of a Hamiltonian, and is described in Section 2.4.
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2.1 Nosé Thermostats.

The paper of Nosé [50] introduced a family of extended dynamical systems, for which

it can be shown analytically that sampling from the canonical ensemble occurs under an

ergodicity assumption. We consider an N -body system with positions q = (q1, q2, · · · , qN ),

momenta p = (p1, p2, · · · , pN ) with original Hamiltonian H(q, p). The construction is based

on one additional degree of freedom with an extended Hamiltonian,

HN (q, s, p, ps) = H
(
q,

p

s

)
+

p2
s

2Q
+ (Nf + 1)kT ln s, (2.1)

where Nf is the number if degrees of freedom, s is the new thermostatting variable, ps

its corresponding momentum, T is temperature, Q the Nosé mass and k is the Boltzmann

constant.

To illustrate how this method works we consider the equations of motion for the addi-

tional degree of freedom,

ṡ =
ps

Q
, ṗs =

N∑

i=1

p2
i

mis3
− (Nf + 1)kT

s
, (2.2)

which can be rewritten as,

Qs̈ =
N∑

i=1

p2
i

mis3
− (Nf + 1)kT

s
. (2.3)

This can be interpreted as the application of negative feedback to control the kinetic en-

ergy. If the kinetic energy is greater than (Nf + 1)kT then s̈ becomes positive, eventually

increasing s and hence decreasing the kinetic energy. Conversely, if the kinetic energy is less

than (Nf + 1)kT then s̈ will become negative, eventually decreasing s and increasing the

kinetic energy. Taking averages of (2.3) and assuming that time averages of time derivatives

vanish we see that the average kinetic energy now coincides with the temperature T .
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To show that sampling is from the canonical ensemble we consider the partition function

which, for energy E and Planck’s constant h, is defined as,

Z =
1

N !hNf

∫
dps

∫
ds

∫
dp

∫
dq δ

[
H

(
q,

p

s

)
+

p2
s

2Q
+ (Nf + 1)kT ln s−E

]
.

We can substitute p′ = p/s, the volume element then becomes dp = sNf dp′. There is no

upper limit in momentum space so we can change the order of integration of dp′ and ds

giving,

Z =
1

N !hNf

∫
dps

∫
dp′

∫
dq

∫
ds sNf δ

[
H(q, p′) +

p2
s

2Q
+ (Nf + 1)kT ln s− E

]
.

Using the equivalence relation for δ, δ[r(s)] = δ[s−s0]/r′(s), where s0 is the zero of r(s) = 0

to get,

Z =
1

N !hNf

∫
dps

∫
dp′

∫
dq

∫
ds

sNf+1

(Nf + 1)kT
δ


s− exp


−(H(q, p′) + p2

s
2Q − E)

(Nf + 1)kT







=
1

(Nf + 1)kT

1
N !hNf

∫
dps

∫
dp′

∫
dq exp


−(H(q, p′) + p2

s
2Q − E)

kT


 .

Integrating with respect to ps we get,

Z =
1

(Nf + 1)

(
2πQ

kT

) 1
2

exp
(

E

kT

)
Zc,

where Zc is the partition function of the Canonical ensemble,

Zc =
1

N !hNf

∫
dp′

∫
dq exp

(−H(q, p′)
kT

)
.

This means that constant energy dynamics of the extended Hamiltonian HN (q, s, p, ps)

correspond to constant temperature dynamics of H(q, p/s).

Since the momenta we are now using are p′ = p/s, this is equivalent to re-scaling the

time by s−1, as can be illustrated by thermostatting a harmonic oscillator with angular
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frequency ω and Hamiltonian Hho = p2/2 + ω2q2/2. If we modify this oscillator using

Nosé’s method the equations of motion for the real variables become,

q̇ =
p

s2
(2.4)

ṗ = −ω2q. (2.5)

From (2.4)-(2.5) the modified oscillator has a frequency of sω, equivalent to a rescaling of

time by s−1.

For the single harmonic oscillator this rescaling of time can introduce stability problems

when using a numerical method, such as the Verlet method. If we consider (2.3) for N = 1

and small Q we see that,

p2

ms2
≈ gkT, (2.6)

and, in the limit of small Q, the oscillator moves between widely-separated turning points

at velocity ±v, for some v, as reported by Hoover [30] and depicted, for Q = 0.03, in the q, p

phase-space diagram from Figure 2.1. From (2.6) the value of s is dependent on p and, even

for reasonable values of Q, will be small when p makes the transition from +v to −v and

viceversa. Given that the numerical method is stable up to a maximum step-size of hmax

for this system, if the maximum value for the time rescaling is given by trmax = (min s)−1

then the new maximum step-size is hmax/trmax. By studying the auxiliary variable phase-

space in Figure 2.1, ps, s diagram, we see that trmax > 100 for the optimum value of

Q, leading to small maximum step-sizes of less than hmax/100. Clearly if the step-size is

selected to be close to its maximum value for the original system, the procedure normally

followed, the method will fail. An associated problem occurs in thermostatting chains, since

the sub-system that each additional thermostat controls is of low dimension, and the time
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Figure 2.1: Phase-space diagrams for a Nosé thermostatted harmonic oscillator with ω = 1.
The q, p diagram was observed by Hoover in [30], the ps, s diagram illustrates the minimum
values obtained for s at the optimum value for Q.

reparametrization is only based on the first thermostat.

The choice of the constant Nosé mass, Q, is crucial to the effectiveness of this method

and has been the subject of extensive discussion. When Q is too small the Nosé variable can

become an isolated mode, it can oscillate independently of the simulated system, and the

distribution of the total kinetic energy driven by the oscillator will deviate significantly from

the Gaussian distribution. When Q is too large the situation is similar to that in the micro-

canonical ensemble because the exchange of heat is slow. It has been generally accepted

that the correct choice of Q occurs when the self-oscillation frequency of the thermostatting

variable coincides with some frequency within the original system. As stated previously,

for complex systems, where several frequencies exist, the correct method of choosing Q is

less clear and is dependent on the coupling between sub-systems and modes. This can be

illustrated by comparing two systems, liquids with a Lennard-Jones potential which have a

very wide choice of Q and Butane molecules where the choice of Q is critical and generally
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determined empirically.

Nosé showed [50], by a linearization method, that if the fluctuations of the thermostat-

ting variable s are much faster than those of the bodies within the original system then it

will have a self-oscillation frequency of,

ωN =

√
2gkT

Q
, (2.7)

where g is determined by the number of degrees of freedom of the system, generally Nf + 1

for Nosé’s method. Since the frequency of self-oscillation is required, it is necessary to apply

a time transformation to Nosé’s scheme before the linearization method can be used. The

first of these modified schemes is the Nosé-Hoover thermostat.

2.2 Nosé-Hoover Thermostats.

Nosé [51] proposed applying a time transformation to the extended system to correct

for the rescaling of time, and this idea was developed further by Hoover [30] who applied

both coordinate and time transformations to correct the dynamics, but these destroy the

Hamiltonian structure so that symplectic methods are no longer applicable. To produce the

Nosé-Hoover method for an underlying Hamiltonian of the form,

H(q, p) =
N∑

i=1

p2
i

2mi
+ V (q), (2.8)

the equations of motion for Nosé’s method (2.1) are then,

q̇i =
pi

mis2
,

ṗi = −∇qiV (q),
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ṡ =
ps

Q
,

ṗs =
N∑

i=1

p2
i

mis3
− gkT

s
.

Applying the Sundman transformation dt
dt′ = s, and substituting p′ = p/s, t′ =

∫
dt/s,

p′s = ps/s, we get:

dqi

dt′
=

p′i
mi

,

dp′i
dt′

= −∇qiV (q)− 1
s

ds

dt′
p′i,

ds

dt′
= s2 p′s

Q
,

dp′s
dt′

=
1
s

(
N∑

i=1

p′2i
mi

− gkT

)
− 1

s

ds

dt′
p′s.

Hoover then made the coordinate transformations pη = Q(1/s)ds/dt′ = s p′s, η = ln s to

get:

dqi

dt′
=

p′i
mi

, (2.9)

dp′i
dt′

= −∇qiV (q)− p′i
pη

Q
, (2.10)

dη

dt′
=

pη

Q
, (2.11)

dpη

dt′
=

N∑

i=1

p′2i
mi

− gkT. (2.12)

Where g = Nf . This form is now known as the Nosé-Hoover thermostat [30].

It is now possible to consider the linearization methods [52] to determine the self-

oscillation frequency of the thermostatting variable. If we consider the coordinate transfor-

mations with (2.12) then,

Q
d

dt′

(
1
s

ds

dt′

)
=

N∑

i=1

p2
i

mis2
− gkT. (2.13)
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We will consider a fluctuation δs of s around an average 〈s〉 such that s = 〈s〉 + δs. In

addition we assume that the fluctuations of s are much faster than those of the original

system, the constant temperature is then mainly maintained by s,

N∑

i=1

p2
i

mi〈s〉2 = gkT. (2.14)

Linearizing (2.13) and substituting (2.14),

Q
1
〈s〉

d2δs

dt′2
=

N∑

i=1

p2
i

mi〈s〉2
(

1− 2δs

〈s〉
)
− gkT

= −2gkT

〈s〉 δs.

This is equivalent to the equation for the harmonic oscillator given by (2.7).

Since this method has no Hamiltonian we cannot show that it samples from the canoni-

cal ensemble by employing the technique used for Nosé’s method. Instead we can show that

the canonical distribution is a steady equilibrium solution for the equations expressing the

conservative flow of probability with time. Since q, p′ and pη are independent we can cal-

culate the components of the flow of probability density f(q, p′, pη) in (2N+1)-dimensional

space. Since the equations of motion are not Hamiltonian the derivatives ∂q̇/∂q and ∂ṗ′/∂p′

do not generally sum to zero. The analog of Liouville’s equation for the conservative flow

of probability with time, including flow in the pη direction, is,

∂f

∂t
+

q̇∂f

∂q
+

ṗ′∂f

∂p′
+

ṗη∂f

∂pη
+ f

[
∂q̇

∂q
+

∂ṗ′

∂p′
+

∂ṗη

∂pη

]
= 0. (2.15)

For the canonical ensemble we have,

f(q, p′, pη) ∝ exp

(
−

∑N
i=1 p′2i /2mi + V (q) + p2

η/2Q

kT

)
. (2.16)
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Using this density function the non-vanishing terms in (2.15) are,

q̇∂f

∂q
=

f

kT

N∑

i=1

−∇qiV (q)p′i
mi

,

ṗ′∂f

∂p′
=

f

kT

N∑

i=1

(∇qiV (q) + pη

Q p′i)p
′
i

mi
,

ṗη∂f

∂pη
=

f

kT

pη

Q

(
−

N∑

i=1

p′2i
mi

+ gkT

)
,

f∂ṗ′

∂p′
=

f

kT

(
−NkT

pη

Q

)
,

These terms sum to zero, provided that g is chosen to be equal to the independent degrees

of freedom in the original system.

2.3 Nosé-Poincaré Thermostats.

An alternative to the Nosé-Hoover method was proposed by Bond, Laird and Leimkuhler

in [8] where it is possible to obtain real-time results without sacrificing the Hamiltonian by

using a Poincaré transformation. The re-formulation for a Hamiltonian system with energy

H(q, p) is,

HNP (q, s, p, ps) =
(

H
(
q,

p

s

)
+

p2
s

2Q
+ NfkT ln s−H0

)
s. (2.17)

Here N is the number of degrees of freedom of the real system and H0 is chosen such that

the Nosé-Poincaré Hamiltonian, HNP , is zero when evaluated at the initial conditions.

This scheme can be shown to sample from the correct distribution in a similar manner

to that used for Nosé’s method, if the modified system is ergodic. The partition function

for the canonical ensemble is defined as,

Z =
1

N !hNf

∫
dps

∫
ds

∫
dp

∫
dq δ [HNP − 0] . (2.18)
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Substituting (2.17) into (2.18) we get,

Z =
1

N !hNf

∫
dps

∫
ds

∫
dp

∫
dq δ

[(
H

(
q,

p

s

)
+

p2
s

2Q
+ NfkT ln s−H0

)
s

]
.

We can substitute p′ = p/s, the volume element then becomes dp = sNf dp′. There is no

upper limit in momentum space so we can change the order of integration of dp′ and ds

giving,

Z =
1

N !hNf

∫
dps

∫
dp′

∫
dq

∫
ds sNf δ

[(
H(q, p′) +

p2
s

2Q
+ NfkT ln s−H0

)
s

]
. (2.19)

Whenever a smooth function, r(s), has a single simple root at s = s0 we can write the

equivalence relation for δ, δ[r(s)] = δ[s− s0]/|r′(s0)|, then,

δ

[(
H(q, p′) +

p2
s

2Q
+ NfkT ln s−H0

)
s

]
=

1
NfkT

δ

[
s− exp

(
− 1

NfkT

(
H(q, p′) +

p2
s

2Q
−H0

))]
. (2.20)

Substituting (2.20) into (2.19) we get,

Z =
1

N !hNf

∫
dps

∫
dp′

∫
dq

∫
ds

sNf

NfkT
δ

[
s− exp

(
− 1

NfkT

(
H(q, p′) +

p2
s

2Q
−H0

))]

=
1

NfkT

1
N !hNf

∫
dps

∫
dp′

∫
dq exp

(
− 1

kT

(
H(q, p′) +

p2
s

2Q
−H0

))
].

Integrating with respect to ps we get,

Z =
(

2πQ

NfkT

) 1
2

exp
(

H0

kT

)
Zc,

where Zc is the partition function of the Canonical ensemble,

Zc =
1

N !hNf

∫
dp′

∫
dq exp

(−H(q, p′)
kT

)
.

Again, it has been shown that sampling HNP at constant energy is equivalent to sam-

pling the original system at constant temperature T , but now in real-time. Quantities such
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as velocity autocorrelations and diffusion constants can now be calculated in a straightfor-

ward manner. A symplectic numerical method is included in [8], which is reproduced in

Section 4.9, and further research on integrators and applications [39, 53, 15] has helped to

establish the Nosé-Poincaré framework.

2.4 Nosé-Hoover chains.

For ergodic systems thermostatted by Nosé’s method it can be shown that 〈p2
s/Q〉 = kT

by the proof which appears in section 3.2, or by the equipartition theorem (see Appendix D).

Motivated by this Martyna, Klein and Tuckerman [47] proposed a method to overcome the

lack of ergodicity in small or stiff systems by regulating the thermostat’s momentum such

that its average achieves the ergodic value. Here each thermostat is controlled by another

thermostat, forming a thermostat chain. The explantation provided in [47] is as follows; “In

standard Nosé-Hoover dynamics the distribution has a Gaussian dependence on the particle

momenta, p, as well as the thermostat momentum, pη. The Gaussian fluctuations of p are

driven by the thermostat but there is nothing to drive the fluctuations of pη unless further

thermostats are added as described above”.

The Nosé-Hoover equations (2.9)-(2.12) are modified by adding the thermostat chain.

The modified dynamics, for M thermostats, can then be expressed as,

dqi

dt′
=

p′i
mi

, (2.21)

dp′i
dt′

= −∇qiV (q)− p′i
pη1

Q1
, (2.22)

dηi

dt′
=

pηi

Qi
, (2.23)
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dpη1

dt′
=

(
N∑

i=1

p′2i
mi

−NfkT

)
− pη1

pη2

Q2
, (2.24)

dpηj

dt′
=

(
p2

ηj−1

Qj−1
− kT

)
− pηj

pηj+1

Qj+1
, 1 < j < M, (2.25)

dpηM

dt′
=

(
p2

ηM−1

QM−1
− kT

)
. (2.26)

These equations can be shown to produce the correct phase-space distributions in a similar

manner to that employed for the Nosé-Hoover method, but now pη = (pη1 , · · · , pηM ). For

probability density f we have,

∂f

∂t
+

q̇∂f

∂q
+

ṗ′∂f

∂p′
+

ṗη∂f

∂pη
+ f

[
∂q̇

∂q
+

∂ṗ′

∂p′
+

∂ṗη

∂pη

]
= 0, (2.27)

and for the canonical ensemble,

f(q, p′, pη) ∝ exp

(
−

∑N
i=1 p′2i /2mi + V (q) +

∑M
j=1 p2

ηj
/2Qj

kT

)
. (2.28)

Martyna, Klein and Tuckerman [47] estimated the required Qi by generating second

order equations of motion for each η̇i from the time derivative of η̈i. By considering that

adjacent thermostats, ηi−1 and ηi+1, are slow and ηi+2 moves on the same timescale the

resulting equations are,

d2η̇1

dt2
= −η̇1

(
2NfkT

Q1
− 2kT

Q2

)
− Q1

Q2
η̇3
1,

d2η̇j

dt2
= −η̇j

(
2kT

Qj
− 2kT

Qj+1

)
− Qj−1

Qj+1
η̇3

j ,

d2η̇M

dt2
= −η̇M

(
2kT

QM

)
.

Given an dominant frequency ω within the original system it was proposed that the choices

Q1 = NfkT/ω2 and Qj = kT/ω2 would give thermostats 1 to M − 1 an average ‘frequency’

of ω. The M th thermostat is then set to oscillate at 2ω.
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It is noted that, for experiments using Nosé-Hoover chains, the choice of the Nosé mass

for the first thermostat is less critical than in Nosé, Nosé-Hoover and Nosé-Poincaré methods
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Chapter 3

Analysis of the Nosé-Poincaré

Method.

In this chapter the behavior of the real time Nosé-Poincaré method is analyzed when

applied to a single harmonic oscillator. Examining the auxiliary variable phase-space and

modelling the system in the frequency domain provides a better understanding of the role

of the Nosé mass parameter. It is anticipated that a very similar analysis would apply to

Nosé-Hoover dynamics.

3.1 Auxiliary Variable Phase-Space.

If we consider the classical N-body problem (2.8) with potential bounded below, V (q) ≥

0 ∀q, and apply a thermostat using the Nosé-Poincaré method (2.17) we can see that, for
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Figure 3.1: Auxiliary variable phase-space with Q=2.0, Q=0.5 and Q=0.3.

initial energy E = H0,

p2
s

2Q
+ NfkT ln s ≤ E, (3.1)

and hence the phase-space of the auxiliary variables is bounded by the equation,

s = exp


E − p2

s
2Q

NfkT


 . (3.2)

To illustrate the behavior of the auxiliary variables we consider a harmonic oscillator

with underlying energy H(q, p) = q2/2 + ωp2/2, thermostatted using the Nosé-Poincaré

method, and examine, in Figure 3.1, the effect of a change in the Nosé mass on the auxiliary

variable phase space. The parameters used were E = 1, kT = 1 and ω = 1 for Q = 0.3,

Q = 0.5 and Q = 2. As Q is reduced the phase-space occupied by the auxiliary variables

(dots) increases and the bounding curve (solid line), given by (3.2), decreases. At Q ≈ 0.3

the auxiliary variables reach the boundary and, at this point, although the system is not

sufficiently ergodic to produce sampling from the canonical ensemble, the results are close

in some sense as shown in Figure 3.2.

From Nosé’s linearized equation in [50], Q = 2gkT/ω2, we would expect that the op-

timum Q = 2 whereas in practice we see that at this value the system is sampling from
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Figure 3.2: Harmonic oscillator q, p distributions and phase-space with Q=2 and Q=0.3.

the microcanonical ensemble. Since the oscillator is started at the correct temperature we

expect that the average value of s will be 1 (as shown in Section 3.2.1).

Further experimental evidence for the correct choice of Q is found in the Generalized

Dynamical Thermostatting Technique [38], here introducing ergodicity by coupling a box

of soft spheres into the thermostatting momentum resulted in the correct distributions, but

only where Q ≈ 0.4 for a single harmonic oscillator with ω = 1 and kT = 1. Details of this

experiment can be found in Section 4.1.
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for Q in the range 0.001-2 with values of Q for
〈
p2

s/Q
〉

> 1 (thick
dashed) and Nosé’s estimate (thick dots).

In Figure 3.3 the relationship between the mean thermostat ‘kinetic’ energy
〈
p2

s/Q
〉

and Q is shown for Q in the range 0.001-2.
〈
p2

s/Q
〉

peaks after the point where the aux-

iliary variables reach the boundary of their phase-space, as given in (3.2), at a value of

approximately kT = 1.

3.2 Average Values for the Auxiliary Variables.

As shown in Section 3.1,
〈
p2

s/Q
〉

peaks at the optimum value for the Nosé mass Q. It

is possible to calculate the average values for both the quantity p2
s/Q and, for systems of

harmonic oscillators, the auxiliary variable s if we assume that the system is ergodic. We

consider the Nosé-Poincaré method (2.17) where it is possible to obtain real-time results

without sacrificing the symplectic structure by using a Poincaré transformation.

Theorem 3.2.1 When thermostatting systems of harmonic oscillators with the Nosé-Poncaré

method (2.17), if the system is ergodic, then the average of the auxiliary variable, s, will be
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given by,

〈s〉 = exp
(

H0

NfkT

)(
Nf

Nf + 1

)
.

2Nf +1

2

(3.3)

Proof For an ergodic system the average of s is,

〈s〉 =
∫

dps

∫
ds

∫
dp

∫
dq s δ [HNP − 0]∫

dps

∫
ds

∫
dp

∫
dq δ [HNP − 0]

=
N
D . (3.4)

Substituting (2.17) into the numerator of (3.4), N , we get,

N =
∫

dps

∫
ds

∫
dp

∫
dq s δ

[(
H

(
q,

p

s

)
+

p2
s

2Q
+ NfkT ln s−H0

)
s

]
. (3.5)

We can substitute p̃ = p/s, the volume element then becomes dp = sNf dp̃. There is

no upper limit in momentum space so we can change the order of integration of dp̃ and ds

giving,

N =
∫

dps

∫
dp̃

∫
dq

∫
ds sNf+1δ

[(
H(q, p̃) +

p2
s

2Q
+ NfkT ln s−H0

)
s

]
. (3.6)

Whenever a smooth function, h(s), has a single simple root at s = s0 we can write the

equivalence relation for δ, δ[h(s)] = δ[s− s0]/|h′(s0)|, then,

δ

[(
H(q, p̃) +

p2
s

2Q
+ NfkT ln s−H0

)
s

]
=

1
NfkT

δ

[
s− exp

( −1
NfkT

(
H(q, p̃) +

p2
s

2Q
−H0

))]
. (3.7)

Substituting (3.7) into (3.6) and using the sifting property of δ we get,

N =
1

NfkT

∫
dps

∫
dp̃

∫
dq exp

(−(Nf + 1)
NfkT

(
H(q, p̃) +

p2
s

2Q
−H0

))
. (3.8)

Rescaling p̂ = p̃
√

Nf + 1, q̂ = q
√

Nf + 1 and p̂s = ps

√
Nf + 1 in (3.8),

N = C1

∫
dp̂s

∫
dp̂

∫
dq̂ exp

( −1
NfkT

(
H(q̂, p̂) +

p̂s
2

2Q

))
, (3.9)
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where,

C1 =
1

(Nf + 1)
2Nf +1

2 NfkT
exp

(
(Nf + 1)H0

NfkT

)
.

Similarly we can substitute p̃ = p/s into the denominator of (3.4), D, use the equivalence

relation for δ and define p̄ = p̃
√

Nf , q̄ = q
√

Nf and p̄s = ps

√
Nf to get,

D = C2

∫
dp̄s

∫
dp̄

∫
dq̄ exp

( −1
NfkT

(
H(q̄, p̄) +

p̄s
2

2Q

))
, (3.10)

where,

C2 =
1

N
2Nf +1

2
f NfkT

exp
(

NfH0

NfkT

)
.

Substituting (3.9) and (3.10) into (3.4) we get (3.3) as required. ¤

We note that exp(x) = limn→∞ (1 + x/n)n. Then, in the limit Nf →∞,

〈s〉 = exp
(

H0

NfkT
− 1

)
. (3.11)

Substituting Nf = 1 into (3.3) gives 〈s〉 = exp(H0/kT − 1.04), a result close to (3.11).

From this we conclude that (3.11) is a good approximation of 〈s〉 for all Nf .

We also have,

Theorem 3.2.2 When thermostatting with the Nosé-Poincaré method (2.17), if the system

is ergodic, then the average of the quantity p2
s/Q, will be given by,

〈
p2

s

Q

〉
= kT. (3.12)

Proof If the system is ergodic, then the average of p2
s/Q will be given by substituting p2

s/Q

for s in (3.4). In a method similar to that used above we can substitute p̃ = p/s and use
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the equivalence relation for δ in both the denominator and numerator of the new equation.

Noting that,

∫ ∞

−∞

p2
s

Q
exp

(
− p2

s

2QkT

)
dps = kT

∫ ∞

−∞
exp

(
− p2

s

2QkT

)
dps, (3.13)

the new equation reduces to (3.12). ¤

3.3 Frequency Domain Model of the Nosé-Poincaré method.

We would like to analyze Nosé’s method to determine the optimum value of Q but, despite

its apparent simplicity, Nosé’s method is difficult to analyze dynamically. An alternative

approach is to model the method in the frequency domain, and to do this it is necessary to

use a method where the dynamics are in real time such as the Nosé-Poincaré method. By

modelling the system for Q greater than its “optimum value”, the value of Q at which the

auxiliary variables intersect the boundary of their phase-space can be determined.

Consider a system with a Hamiltonian,

HN (q, p) =
p2

2m
+

q2

2
. (3.14)

The corresponding Nosé-Poincaré Hamiltonian is given by (2.17). We will assume that the

fundamental frequency of the modified system is unchanged at ω = m− 1
2 and that all other

frequencies in p/s and q are of sufficiently small magnitude to be ignored. In addition we

will assume that time averages of time derivatives vanish i.e. for x(t) and time T,

〈ẋ(t)〉 = lim
T→∞

1
T

∫ T

0
ẋ(t) dt = lim

T→∞

(
x(T)− x(0)

T

)
= 0. (3.15)

53



We can determine the average value of the oscillator kinetic term by considering the

equations of motion for ps,

ṗs = −∂HNP

∂s
=

p̃2

m
− kT, (3.16)

where p̃ = p/s. Taking averages, and using our second assumption gives,

〈
p̃2

m

〉
= kT, (3.17)

These assumptions, and the predicted average kinetic energy, are generally observed in

experiments.

We consider a harmonic oscillation and study the corresponding driven dynamics of

the s, ps variables. A harmonic vibration with average kinetic energy kT and frequency

ω = m− 1
2 takes the form,

p̃ =
√

2mkT cos(ωt). (3.18)

From the equation of motion for q,

q̇ = −∂HNP

∂p
=

sp

ms2
=

p̃

m
, (3.19)

we get,

q =
√

2kT sin(ωt), (3.20)

the constant of integration being zero for the harmonic oscillator.

These equations, together with the equations of motion, can then be used to solve for

ps and s. From the equations of motion for ps,

ṗs = −∂HNP

∂s
=

p̃2

m
− kT =

2mkT cos2(ωt)
m

− kT = kT cos(2ωt), (3.21)
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integrating with respect to t,

ps =
∫

kT cos(2ωt) dt =
kT sin(2ωt)

2ω
+ C1, (3.22)

where C1 is a constant, which can be determined as follows. From the equations of motion

for s,

ṡ =
∂HNP

∂ps
=

sps

Q
, (3.23)

which can be re-arranged as,

Qṡ

s
= ps. (3.24)

From this we can see that ps is a time derivative and has an average of zero,

〈ps〉 =
〈

Qṡ

s

〉
= Q

〈
d ln s

dt

〉
= 0, (3.25)

from our second assumption. Hence C1 = 0 giving,

ps =
kT sin(2ωt)

2ω
. (3.26)

To obtain an expression for s we integrate both sides of (3.24) with respect to t to get,

Q ln s = −kT cos(2ωt)
4ω2

+ C2, (3.27)

for constant C2. Hence,

s = C3 exp
(
−kT cos(2ωt)

4Qω2

)
, (3.28)

where C3 is a constant such that 〈s〉 satisfies (3.11). We can then show that,

s = A exp
(

H0

kT
− 1

)
exp

(
−kT cos(2ωt)

4Qω2

)
, (3.29)

where,

A =
〈

exp
(
−kT cos(2ωt)

4Qω2

)〉−1

. (3.30)
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Figure 3.4: Frequency domain plot with Q=2.0. p̃ has a fundamental frequency of 0.167Hz
as expected, and ps has a fundamental frequency (at the 1st harmonic) of 0.334Hz, as
predicted in (3.26).

There is strong experimental evidence in support of this model when Q is greater than

its optimum value. Figure 3.4 shows the Fourier analysis of a harmonic oscillator, with

kT = 1, ω = 1 and Q = 2, for p̃ and ps. We note that p̃ has a fundamental frequency of

0.167Hz as expected, and ps has a fundamental frequency (at the 1st harmonic) of 0.334Hz

as predicted by the model.

If we consider the quantity,

〈|ps|〉 =
〈∣∣∣∣

kTsin(2ωt)
2ω

∣∣∣∣
〉

=
√

2kT

4ω
, (3.31)

we get the results in Table 3.1 for simulations of 2 million steps of 0.02 which, again, shows
good correlation with the predicted results.
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ω Q Actual 〈|ps|〉 Model 〈|ps|〉

1 .5 .349 .354
1 1 .361 .354√
2 1 .493 .501√
2 2 .510 .501

Table 3.1: Average values for |ps| with varying Q and ω.

3.4 Estimating the Nosé Mass.

The model can be used to estimate the Nosé mass by calculating where the phase-

space area occupied by the auxiliary variables interacts with the phase-space boundary, as

shown in Section 3.1. For large Q we see that, from both Figure 3.1 and the model in the

proceeding section (3.26)-(3.29), the maximum value of ps occurs at the average value of s.

Since the auxiliary variables phase-space is bounded by (3.2) substituting the average value

of s, given by (3.11), has solutions for p∗s, the value of ps at the phase-space boundary,

p∗s =
√

2QkT , (3.32)

for the single harmonic oscillator (N = 1). To estimate the maximum value for ps when

s = 〈s〉 we will assume that ps is scaled by some factor a ≥ 1. Scaling (3.26) and following

the methods in Section 3.3 yields the following equations for the scaled auxiliary variables,

ps =
akT sin(2ωt)

2ω
, (3.33)

and,

s = Aa exp
(

H0

kT
− 1

)
exp

(
−akT cos(2ωt)

4Qω2

)
, (3.34)

where,

Aa =
〈

exp
(
−akT cos(2ωt)

4Qω2

)〉−1

. (3.35)
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While the phase-space occupied by the auxiliary variables does not interact with the

boundary some energy, say Er, is retained by the system at all times and, from (3.2), the

auxiliary variable phase-space is bounded by,

p2
s

2Q
+ kT ln s = E − Er. (3.36)

Substituting (3.33) and (3.34) into (3.36),

a2(kT )2 sin2(2ωt)
8Qω2

+ kT ln Aa + E − kT − a(kT )2 cos(2ωt)
4Qω2

= E −Er. (3.37)

The p2
s/2Q term has maxima at t = π/4ω, 3π/4ω, · · · where the ln s term is at its average

value and, conversely, the ln s term has maxima at t = π/2ω, 3π/2ω, · · · where p2
s/2Q = 0.

From the model, where a = 1, (3.37) gives,

max
(

p2
s

2Q

)
< max (kT ln s) . (3.38)

As a is increased max
(
p2

s/2Q
)

increases at a greater rate than max (kT ln s) until it reaches

the limit imposed by (3.36). The energy at the maximum points is now equal, substituting

t = π/4ω and t = π/2ω into (3.37) and equating the results to find â = max(a),

â2(kT )2

8Qω2
=

â(kT )2

4Qω2
, (3.39)

with non-trivial solution,

max(a) = â = 2. (3.40)

By examining Figure 3.5 we see that the value of Er given by the model when a = 2 is

correct, exactly enclosing the upper section of sampled auxiliary variable phase-space, and

provides an upper bound for a. However examination of the auxiliary variable phase-space
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trajectories for the model when a = 2 shows that for most of the trajectory the total

energy would be greater than E − Er, contravening (3.36). This discrepancy is related to

the presence of different frequencies with small amplitude in both ps and ln s, as seen in

Figure 3.4. An estimate for the upper bound, when only considering frequencies at the 2nd

harmonic, can be found by solving for trajectories with energy not exceeding E−Er, where

Er is defined when a = 2. Differentiating (3.37) with respect to t to find maxima,

a2(kT )2 sin(2ωt) cos(2ωt)
2Qω

+
a(kT )2 sin(2ωt)

2Qω
= 0, (3.41)

giving maxima at t = π/2ω, 2π/ω, · · · and cos(2ωt) = −a−1. Substituting cos(2ωt) = −a−1

into (3.37) for ā = max(a) < 2 gives,

(ā2 − 1)(kT )2

8Qω2
+ kT ln Aā + E − kT +

(kT )2

4Qω2
= E − Er, (3.42)

For this to be within the energy bound imposed by a = 2 we have,

(ā2 − 1)(kT )2

8Qω2
+

(kT )2

4Qω2
=

(kT )2

2Qω2
, (3.43)

with solution,

ā =
√

3 ≈ 1.73. (3.44)

This result provides the maximum value for a when ln s is equal to 〈ln s〉 and, for large

Q, is close to ln 〈s〉 the point at which we require the maximum value for ps. For smaller Q

we need to correct for the additional lnAa term. From (3.36) for ã = max(a) <
√

3,

ã2(kT )2

8Qω2
=

3(kT )2

8Qω2
+ kT ln Aā, (3.45)

giving,

ã =

√
3 +

8Qω2 lnAā

kT
. (3.46)
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Figure 3.5: Auxiliary variable phase-space with Q=2.0, Q=1.0 and Q=0.5. Key: Actual
phase-space=dots, predicted phase-space=thick solid, phase-space limit E − Er=dashed,
phase-space boundary=thin solid.

For Q = 0.5, kT = 1 and ω = 1 we get ã ≈ 1.54.

Figure 3.5 shows the experimental results for a thermostatted harmonic oscillator where

kT = 1, ω = 1 and Q = 0.5, 1.0, 2.0, the actual measurements are the dots, the predicted

phase-space is the thick solid line, the phase-space limit E − Er is the dashed line and the

phase-space boundary is the thin solid line. This indicates that there is good correlation

between the results predicted from the model and the actual experiments.

The maximum value of ps from (3.44) and (3.33) is,

max(ps) ≤ ākT

2ω
≈ 0.87kT

ω
. (3.47)

The auxiliary variables will reach the boundary of phase-space when max ps = p∗s from

(3.32),

Q ≤ 0.38kT

ω2
. (3.48)

This should be compared with Nosé’s estimate in [50] of Q = 2kT/ω2. For the example of

the harmonic oscillator, with kT = 1, ω = 1, using the correction in (3.46) is Q ≈ 0.29,

which compares well with the experimentally obtained value of Q = 0.3 as shown in Figure
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Q
√

2gkT
Q (Hz) Actual (Hz)

0.005 3.3 2.8
0.01 2.3 2.0
0.02 1.7 1.4

Table 3.2: Auxiliary variable self oscillation frequency for small Q.

3.1.

3.5 Behavior of the Nosé-Poincaré method for small Q.

For small values of Q it has been observed by Hoover [30] and others that the auxil-

iary variables will oscillate independently of the system to be thermostatted. Under these

conditions, where the frequency of the system is less than that of the auxiliary variable

self oscillation frequency, Nosé’s assumptions for the thermostat oscillation frequency now

hold, as can be seen in Table 3.2 and Figure 3.6 for a thermostatted harmonic oscillator

with kT = 1, ω = 1. Experiments indicate that the onset of self-oscillation is typically

around three times the fundamental frequency of the system, giving a very small band for

the correct choice of Q, as seen in Figure 3.3. From this Figure we have
〈
p2

s/Q
〉 ≈ 0.8kT

after the onset of self-oscillation, as Q decreases.

3.6 Thermostatting multiple oscillators.

Applying Nosé thermostats to multiple harmonic oscillators can be analyzed in a similar

manner to the case of the single harmonic oscillator.
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Figure 3.6: Frequency domain plot of a Nosé-Poincaré thermostatted harmonic oscillator
with ω = 1 (0.167Hz), for small values of Q.

It is generally assumed that the auxiliary variables will only interact with parts of

the thermostatted system which have a fundamental frequency near to the self-oscillation

frequency of the auxiliary variables. This is not generally the case as can be seen from

Figure 3.7, a Fourier plot of the auxiliary variable when thermostatting 4 oscillators of

frequencies ω1 = 1.00, ω2 = 0.308, ω3 = 0.095 and ω4 = 0.052, temperature kT = 1 and

Nosé mass Q = 2gkT/ω2
4 = 3200 (which should resonate with oscillator 4). The magnitude

of the position components for each oscillator are approximately the same, from (3.18) the

magnitude of the oscillators momentum will be proportional to ω−1 and from (3.26) the

magnitude of the component for each oscillator in the auxiliary variable momentum, ps,

will be proportional to an additional ω−1, hence ps has been scaled by ω2. Note that,

in this microcanonical experiment, each oscillator is represented by its first harmonic in

the auxiliary variable momentum as predicted in the model of Section 3.3, and that the

interaction with the auxiliary variables is similar for all of the oscillators.
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Figure 3.7: Frequency domain plot of position and scaled auxiliary variable momentum for
4 oscillators.

3.7 Extension of the model for multiple oscillators.

The model of Section 3.3 can easily be extended to multiple harmonic oscillators. Given

a Hamiltonian for N oscillators,

H̃NO =
N∑

i=1

(
p2

i

2mi
+

q2
i

2

)
. (3.49)

The corresponding Nosé-Poincaré Hamiltonian is given in (2.17). As before we will assume

that the fundamental frequencies of the modified system are the same as those in the

original system and that all other frequencies are of sufficiently small magnitude to be

ignored. In addition we will assume that time averages of time derivatives vanish and

that the initial energy is equally distributed between the oscillators, as expected by the

equipartition theorem (see Appendix D). Then,

〈
p̃i

2

mi

〉
= kT ∀i, (3.50)
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where p̃i = pi/s. Following the analysis as before yields,

p̃i =
√

2mikT cos(ωit), qi =
√

2kT sin(ωit), i = 1, 2, · · · , N, (3.51)

ps =
N∑

i=0

kT sin(2ωit)
2ωi

, (3.52)

s = Ã exp
(

H0

NfkT
− 1

) N∏

i=0

exp
(
−kT cos(2ωit)

4Qω2
i

)
, (3.53)

where,

Ã =

〈
N∏

i=0

exp
(
−kT cos(2ωit)

4Qω2
i

)〉−1

. (3.54)

To estimate the optimum Nosé mass for multiple oscillators we can modify (3.47) using

(3.51)-(3.53) to obtain,

max(ps) = max

(
a

N∑

i=0

kT sin(2ωit)
2ωi

)
≤ akT

N∑

i=0

1
2ωi

, (3.55)

where a ≤ 2 from (3.40). Solutions for p∗s, ps on the auxiliary variable phase-space bounding

curve (3.2), when s is at an average value (3.11), are,

p∗s =
√

2QNfkT , (3.56)

and will be the point where ps is at its maximum. The optimum value for Q will occur

when (3.55) and (3.56) are equal.

In contrast to the linearization methods found previously in the literature [50, 47], by

using this new approach it is possible to estimate the Nosé mass for a system with multiple

frequencies. To illustrate this we take a 3 harmonic oscillator model with arbitrarily chosen

frequencies of ω1 = 0.3, ω2 = 1.0 and ω3 = 2.5, we let kT = 1 and integrate using the

Nosé-Poincaré method for values of Q from 2 to 12. Figure 3.8 shows the auxiliary variable
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Figure 3.8: ps,s phase-space for 3 oscillators with ω1 = 0.3, ω2 = 1.0 and ω3 = 2.5. Q = 12
left hand graph and Q = 4 right hand graph. Key: model results (circles), experimental
data (dots), and the phase-space boundary (solid line).

phase-space for Q = 12 and Q = 4 where the model results are circles, experimental data

are dots and the phase-space boundary is the solid line. From this we observe that there is

good correlation between the experimental results and the model predictions. The optimum

value of Q, from (3.55) and (3.56) with a = 2.0, is approximately 4, the same value which is

obtained experimentally from Figure 3.9. Here values of Q from 2 to 12 are plotted against

log(∆D), where ∆D is defined in (4.36) as the `2-norm of the difference between the actual

and theoretical distributions, with the results showing the narrow band of possible Q values

that is typical of the Nosé, Nosé-Hoover and Nosé-Poincaré methods.

For a comparison with the linearization techniques, we consider a system where all of

the oscillators are of similar frequency, ω, and set a = 2, the upper bound for a, we have,

max (ps) ≤ NfkT

ω
, (3.57)
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Figure 3.9: Difference between the actual and theoretical distributions, where ∆D is defined
in (4.36), with varying Q for the 3 oscillator model.

giving optimum Q,

Q ≤ NfkT

2ω2
. (3.58)

Compare this with Nosé’s estimate Q = 2NfkT/ω2. As before a more accurate estimate

for a could be obtained, but this would only be useful for very specific cases as it is unlikely

that all of the oscillators will be of exactly the same frequency.

However, if we compare the auxiliary variable phase space for 4 harmonic oscillators of

different frequencies with that of the single harmonic oscillator, we see that the area of phase

space used is similar in both examples, see Figure 3.10. This is expected as the probability

of the entire system’s energy residing in the auxiliary variables is small. It addition is shown

in Section 5.1 (5.3) that if the auxiliary variables were homogeneously distributed then we

would have
〈
p2

s/Q
〉

= NfkT which is contrary to both the results in Section 3.2.2 and the

values predicted by the equipartition theorem (see Appendix D).

If we assume that there is no correlation between the dynamics of each body, the tra-
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Figure 3.10: Comparison of auxiliary variable phase-space for 1 and 4 oscillators. Key: Sin-
gle oscillator phase-space boundary (thick dashed line), 4 oscillator phase-space boundary
(solid line).

jectories are random in relation to each other, then we can analyze this as follows. The

auxiliary variable momentum, ps is driven by the variations in the kinetic energy of the

system, as we can see from its equations of motion. As the dimension, Nf , of the system

increases the variations in kinetic energy will now be reduced by a factor 1/
√

Nf and hence

the magnitude of ps will increase by
√

Nf rather than by Nf as assumed in (3.57). If we

substitute
√

Nf p̃s = ps into (3.2), where E = H̃0 we get,

s = exp

(
H̃0

NfkT
− p̃2

s

2QkT

)
, (3.59)

which coincides with both the auxiliary variable phase-space for the single harmonic oscil-

lator, and the results obtained experimentally as shown in Figure 3.10.

For the calculation of the Nosé mass we now have, for oscillators of similar frequency

close to ω,

max (p̃s) =

√
NfkT

ω
, (3.60)
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and a bound on p̃s at 〈s〉 of,

p̃s =
√

2QkT , (3.61)

giving optimum Q = NfkT/(2ω2), the same as in (3.58). Experiments with 4-8 oscillators

indicate that using the masses predicted by Nosé’s linearization method do not give sampling

in the canonical ensemble, the onset of this behavior occurring close to the prediction of

(3.58).
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Chapter 4

Hamiltonian Generalized

Thermostatting Bath.

It has been observed by Hoover and others [30, 56, 24] that thermostatting small or

stiff systems using Nosé and Nosé-Hoover schemes does not generally produce the correct

canonical distribution. This was partially addressed by Martyna, Klein and Tuckerman [47]

with the introduction of Nosé-Hoover chains. The introduction of the Nosé-Poincaré method

by Bond, Laird and Leimkuhler [8], which is real-time and has a Hamiltonian, has renewed

interest in Hamiltonian methods which can improve dynamical sampling. This class of

methods, although applicable to small systems, has applications in large scale systems with

complex chemical structure, such as protein-bath models and quantum-classical systems.

As an extension to the Nosé and Nosé-Poincaré method Laird and Leimkuhler [38] have

introduced the Generalized Dynamical Thermostatting Technique where a more general heat

bath, produced by coupling an additional system through the thermostatting variables, is
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considered. Experiments with this method, when applied to the harmonic oscillator with

a box of soft spheres as the heat bath, indicate that ergodic behavior is achieved, but

without reducing the dependence on the Nosé mass as is observed for the Nosé-Hoover chains

method. In this chapter the Generalized Dynamical Thermostatting Technique is extended

to allow multiple thermostats to interact directly with the system to be thermostatted and

the Nosé-Poincaré chains method is derived.

4.1 Generalized Dynamical Thermostatting Technique.

In the Generalized Dynamical Thermostatting Technique (GDTT) [38] the Nosé Hamil-

tonian is coupled to an auxiliary system with position variables {σi} and conjugate momenta

{pσi}, and is of the following form,

HGN = H
(
q,

p

s

)
+ gkT ln s + f(ps, {σi, pσi}),

where f is a continuous function that must be chosen such that it is bounded below and

exp(−f/kT ) ∈ L1. The corresponding Generalized Nosé-Poincaré Hamiltonian is then,

HGNP = s(HGN −H0),

where H0 is chosen such that HGNP = 0 at initial conditions. It is easily shown in a manner

similar to that used for the Nosé-Poincaré method, subject to the restrictions on f to insure

that the integration converges, that sampling is from the canonical ensemble.

An example of this approach, when applied to a single harmonic oscillator, is to im-

plement a box of soft spheres and use ‘vertex coupling’ to couple it to the thermostatted

system. The addition of a box of soft spheres is motivated by the fact that ergodicity can
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be proved for certain hard sphere systems, the study of which dates back to the work of

Krylov [36] and Sinai [61, 62]. The extension of this work to two hard spheres in a box was

undertaken by Simányi [60]. Here ĤGNP , with auxiliary system HBATH and thermostat

interaction HINT , becomes,

ĤGNP =
(

p2

2s2
+

ω2q2

2
+ kT ln s + HINT + HBATH −H0

)
s,

where H0 is chosen such that ĤGNP = 0 at initial conditions and,

HINT =

(
3∑

i=1

|σi|2
)

p2
s

2Q
,

HBATH =
3∑

i=1

|pσi |2
2Qi

+
3∑

i=1

[(σi,x

l

)12
+

(σi,y

l

)12
+

(σi,z

l

)12
]

+
∑

i

∑

j>i

|σi − σj |−12,

where l is the length of the soft cubic box, the bath positions and momenta σi and pσi

are vectors in R3 with associated scalar ‘masses’ Qi, all other variables are as previously

defined. Setting Q1 = 1, Q2 = 2, Q3 = 3, T = 1, ω = 1 and time step ∆t = 0.01 gave

good results, with convergence close to the canonical distribution within 2, 000, 000 steps as

shown in Figure 4.1. However extensive testing showed that this convergence only occurred

for Q in the range 0.2 < Q < 1.2, when re-scaled to account for the vertex coupling term.

The fastest convergence occurred at Q = 0.4 which is close to the optimum value, derived

in Section 3, of 0.3, and we note that convergence does not occur at Nosé’s estimate [51] of

2.0 from (2.7). In Figure 4.1 log(∆D), where ∆D is defined in (4.36) as the `2-norm of the

difference between the actual and theoretical distributions, is plotted for varying Q. From

this it appears that the Generalized Dynamical Thermostatting Technique, with the this

choice of heat bath, promotes ergodic behavior without reducing the dependence on the

Nosé mass that is observed for the Nosé-Hoover chains method.
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Figure 4.1: Single harmonic oscillator distributions for the GDTT method over 2,000,000
steps of 0.01 with optimum Q, and variation in the deviation from the correct distribution for
varying Q where ∆D represents difference between the actual and theoretical distributions
as defined in (4.36).

4.2 Multiple Thermostat Generalized Thermostatting Bath.

Given a Hamiltonian system where H(q, p) is the energy of an N -body system, q =

(q1, q2, · · · , qN ) and p = (p1, p2, · · · , pN ) are the positions and momenta of the N bodies,

a Hamiltonian formulation for the Multiple Thermostat Generalized Thermostatting Bath

(MTGTB) class of thermostats is given by,

HGT (q, p, s1, s2, · · · , ps1 , ps2 , · · ·) = H

(
q,

p

si1si2 · · ·
)

+

HG(s1, s2, · · · , ps1 , ps2 , · · ·),

(4.1)

where s1, s2, · · · are the auxiliary variables, ps1 , ps2 , · · · the auxiliary variables momenta,

{si1 , si2 , · · ·} is the set of auxiliary variables which scale the momenta of the original system,

and HG the part of the revised Hamiltonian which dictates the dynamics of the auxiliary

variables. Since rescaling the momentum also rescales time it is appropriate to apply a time
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reparametrization in the revised system using either a Sundman (as in the Nosé-Hoover

formulation [30]) or Poincaré transformation as in [8] with a time reparametrization variable

equal to si1si2 · · ·. When there is no time rescaling, or when it is done using a Poincaré

transformation, the resulting system has a Hamiltonian structure, and it is possible to

show analytically that the modified system samples from the canonical ensemble subject to

certain constraints. It is primarily these methods that will be considered here.

4.3 Constructing Multiple Thermostats.

It is possible to introduce additional thermostats into the Nosé and Nosé-Poincaré meth-

ods while retaining both their Hamiltonian structure and sampling from the canonical en-

semble. This can be illustrated in a more general setting by rewriting the Nosé method,

(2.1), to include the momenta of the thermostatting variable with the system momenta such

that p̂ = (p1, p2, · · · , pN , pN+1) to give,

HN (q, s1, p̂) = ĤN

(
q,

p1

s1
,
p2

s1
, · · · , pN

s1
, pN+1

)
+ (Nf + 1)kT ln s1

= ĤN (q, p̂′) + (Nf + 1)kT ln s1,

where,

ĤN (q, p̂) = H (q, p1, p2, · · · , pN ) +
p2

N+1

2Q1
,

and,

p̂′ =
(
p′1, p

′
2, · · · , p′N , p′N+1

)
=

(
p1

s1
,
p2

s1
, · · · , pN

s1
, pN+1

)
. (4.2)

A second thermostat can be added as follows,

HNT (q, s1, s2, p̂, pN+2) = ĤN

(
q, p′j1 , · · · , p′jN+1−M

,
pi1

s2

′
, · · · , piM

s2

′)
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+(Nf + 1)kT ln s1 +
p2

N+2

2Q2
+ g2kT ln s2 + f2(s2),

where f2(s2) is a real valued function, g2 is a scalar and the new thermostat is applied to

M of the momenta, the thermostatted set being {p′i1 , · · · , p′iM} and the non-thermostatted

set being {p′j1 , · · · , p′jN+1−M
} for some integers i1, · · · , iM , j1, · · · , jN+1−M . Note that the

thermostatted set may include any of the system momenta and the thermostatting variable

momenta. The partition function for this method, for energy E, is defined as,

Z =
1

N !hNf

∫
dpN+2

∫
ds2

∫
ds1

∫
dp̂

∫
dq δ [HNT − E] . (4.3)

We can substitute p′i = pi/s1 1 ≤ i ≤ N, p′N+1 = pN+1, the volume element then becomes

dp̂ = s
Nf

1 dp̂′, where p̂′ is defined as above. There is no upper limit in momentum space so

we can change the order of integration of dp̂′ and ds1 giving,

Z =
1

N !hNf

∫
dpN+2

∫
ds2

∫
dp̂′

∫
dq

∫
ds1 s

Nf

1 δ [HNT − E] .

Using the equivalence relation for δ, δ[r(x)] = δ[x − x0]/|r′(x)|, where x0 is the zero of

r(x) = 0, for x = s1, and noting that s1 > 0 is assumed as a natural consequence of the

form of the Hamiltonian, we get,

Z =
1

N !hNf (Nf + 1)kT

∫
dpN+2

∫
ds2

∫
dp̂′

∫
dq exp



−

(
ĤN +

p2
N+2

2Q2
+ g2kT ln s2 + f2(s2)−E

)

kT


 .

We can substitute p′′l1 = p′l1/s2 l1 ∈ {i1, · · · , iM}, p′′l2 = p′l2 l2 ∈ {j1, · · · , jN+1−M} the

volume element then becomes dp̂′ = sM
2 dp̂′′ where p̂′′ = (p′′1, p

′′
2, · · · , p′′N+1). There is no

upper limit in momentum space so we can change the order of integration of dp̂′′ and ds2
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giving,

Z =
1

N !hNf (Nf + 1)kT

∫
dpN+2

∫
dp̂′′

∫
dq

∫
ds2 sM

2 exp



−

(
ĤN (q, p̂′′) +

p2
N+2

2Q2
+ g2kT ln s2 + f2(s2)−E

)

kT


 ,

=
1

N !hNf (Nf + 1)kT

∫
dpN+2

∫
dp̂′′

∫
dq

∫
ds2 sM−g2

2 exp
(−f2(s2)

kT

)

exp



−

(
ĤN (q, p̂′′) +

p2
N+2

2Q2
−E

)

kT


 .

If we chose g2 = M and suppose that,

∫ ∞

0
exp

(−f2(x)
kT

)
dx = K2 < ∞,

then,

Z =
K2

N !hNf (Nf + 1)kT

∫
dpN+2

∫
dp̂′′

∫
dq exp



−

(
ĤN (q, p̂′′) +

p2
N+2

2Q2
− E

)

kT


 .

Integrating over both thermostat momenta, p′′N+1 and pN+2, gives,

Z =
C

N !hNf

∫
dp′′

∫
dq exp

(−H(q, p′′)
kT

)
,

where,

C =
2πK2

√
Q1Q2

Nf + 1
exp

(
E

kT

)
,

and,

p′′ = (p′′1, p
′′
2, · · · , p′′N ).

This process can be repeated to add more thermostats, with the possibility at each

stage of thermostatting the previous thermostat’s momentum in addition to any of the

other momenta. A similar proof can be applied to the Nosé-Poincaré variation.
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4.4 Multiple Thermostat Schemes.

The general Hamiltonian for this class of methods, with M thermostats, will then be,

HNM =
N∑

j=1

p2
j

2mjs2
k1

s2
k2
· · · s2

km

+ V (q) +
M−1∑

i=1

p2
si

2Qiψi
+

p2
sM

2QM

+gkT ln s1 +
M∑

i=2

(gikT ln si + fi(si)) (4.4)

where g = Nf + 1. The original system is thermostatted by a subset of the thermostats,

{sk1 , sk2 · · · , skm}, with {k1, k2, · · · , km} ⊆ {1, 2, · · · ,M}. The ith thermostat is thermostat-

ted by ψi defined as,

ψi =
ni∏

j=1

s2
lj
,

where {l1, l2, · · · , lni} ⊆ {i + 1, i + 2, · · · ,M}. gi is the number of degrees of freedom

thermostatted by the ith thermostat and the auxiliary functions, {fi(si)}, are real valued

satisfying,
∫ ∞

0
exp

(−fi(x)
kT

)
dx = Ki < ∞. (4.5)

The Nosé-Poincaré variation can be produced by applying a Poincaré time transformation

to (4.4) using a time re-parametrization variable equal to sk1sk2 · · · skm , and setting g = Nf .

We can apply this scheme to both the Nosé and Nosé-Poincaré methods, to produce ther-

mostatting chains, by introducing additional thermostats which only control the proceeding

thermostat.

4.5 Nosé chains.
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Thermostatting chains, consisting of M thermostats, can be added to the Nosé equation

(2.1), with some additional terms as follows,

HNC = H

(
q,

p

s1

)
+

M−1∑

i=1

p2
si

2Qis2
i+1

+
p2

sM

2QM
+ (Nf + 1)kT ln s1

+
M∑

i=2

(kT ln si + fi(si)), (4.6)

where the auxiliary functions {fi(si)} are real valued and satisfy (4.5).

The partition function for this ensemble, for energy E, is defined as,

Z =
1

N !hNf

∫
dpsM . . .

∫
dps1

∫
dsM . . .

∫
ds1

∫
dp

∫
dq δ [HNC −E] . (4.7)

We can substitute p′ = p/s1, the volume element then becomes dp = s
Nf

1 dp′. There is no

upper limit in momentum space so we can change the order of integration of dp′ and ds1

giving the integral over s1 as,

∫
ds1 δ (HNC −E) =

∫
ds1 sNf δ

[
H

(
q, p′, p̂s

)
+

M∑

i=2

Fi + (Nf + 1)kT ln s1 − E

]
,

where,

H
(
q, p′, p̂s

)
= H

(
q, p′

)
+

M−1∑

i=1

ps
2
i

2Qis2
i+1

+
ps2

M

2QM
, (4.8)

p̂s =
(

ps1

s2
, . . . ,

psM−1

sM
, psM

)
, (4.9)

and,

Fi = kT ln si + fi(si). (4.10)

Using the equivalence relation for δ, δ[r(x)]) = δ[x − x0]/|r′(x)|, where x0 is the zero of

r(x) = 0, for x = s1, and noting that s1 > 0 from the Hamiltonian formulation, we get,

∫
ds1 s

Nf

1 δ

[
H

(
q, p′, p̂s

)
+

M∑

i=2

Fi + (Nf + 1)kT ln s1 − E

]
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=
∫

ds1
sNf+1

(Nf + 1)kT
δ

[
s− exp

(
−(H (q, p′, p̂s) +

∑M
i=2 Fi −E)

(Nf + 1)kT

)]

=
1

(Nf + 1)kT
exp

(
−(H (q, p′, p̂s) +

∑M
i=2 Fi −E)

kT

)
. (4.11)

Substituting p′s1
= ps1/s2, changing the order of integration, and integrating (4.11) over s2

we get,

∫
ds2

s2

(Nf + 1)kT
exp

(
−(H

(
q, p′, p′s1

, ps2 , . . . , psM

)
+

∑M
i=2 Fi −E)

kT

)

=
K2

(Nf + 1)kT
exp

(
−(H

(
q, p′, p′s1

, ps2 , . . . , psM

)
+

∑M
i=3 Fi − E)

kT

)
, (4.12)

where K2 is defined in (4.5). Repeating this for s3, . . . , sM gives,

∫
dsM . . .

∫
ds1 δ

[
H (q, p, p̂s) +

M∑

i=2

Fi + (Nf + 1)kT ln s1 −E

]

=
ΠM

j=2Kj

(Nf + 1)kT
exp


−

(
H

(
q, p′, p′s1

, p′s2
, . . . , p′sM−1

, psM

)
−E

)

kT


 . (4.13)

Changing the order of integration and integrating (4.13) over all p′si
and psM gives,

∫
psM

∫
p′sM−1

. . .

∫
p′s1

ΠM
j=2Kj

(Nf + 1)kT
exp


−

(
H

(
q, p′, p′s1

, . . . , p′sM−1
, psM

)
−E

)

kT




=
π

M
2 (kT )

M
2
−1ΠM

i=1Q
1
2
i ΠM

j=2Kj

(Nf + 1)
exp

(−(H (q, p′)− E)
kT

)

= CNC exp
(−H(q, p′)

kT

)
, (4.14)

where,

CNC =
π

M
2 (kT )

M
2
−1ΠM

i=1Q
1
2
i ΠM

j=2Kj

(Nf + 1)
exp

(
E

kT

)
.

Then,

Z =
CNC

N !hNf

∫
dp′

∫
dq exp

(−H(q, p′)
kT

)
. (4.15)
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This means that constant energy dynamics of the extended Hamiltonian HNC correspond

to constant temperature dynamics of H(q, p/s1).

4.6 Nosé-Poincaré chains.

In a similar manner, thermostatting chains, consisting of M thermostats, can be added

to the Nosé-Poincaré equation (2.17), with some additional terms as follows,

HNPC = s1

(
H

(
q,

p

s1

)
+

M−1∑

i=1

p2
si

2Qis2
i+1

+
p2

sM

2QM
+ NfkT ln s1

+
M∑

i=2

(kT ln si + fi(si))−H0

)
,

where the auxiliary functions {fi(si)} are real valued and satisfy equation (4.5), and H0 is

equation (4.6) evaluated at the initial conditions.

The partition function for this ensemble is defined as,

Z =
1

N !hNf

∫
dpsM . . .

∫
dps1

∫
dsM . . .

∫
ds1

∫
dp

∫
dq δ [HNPC − 0] . (4.16)

Substituting p′ = p/s1, the volume element then becomes dp = s
Nf

1 dp′. There is no upper

limit in momentum space so we can change the order of integration of dp′ and ds1 giving

the integral over s1 as,

∫
ds1 δ (HNPC) =

∫
ds1 s

Nf

1 δ

[
s1

(
H

(
q, p′, p̂s

)
+

M∑

i=2

Fi + NfkT ln s1 −H0

)]
,

where H (q, p′, p̂s), p̂s and Fi are defined in equations (4.8)-(4.10). Using the equivalence

relation for δ, δ[r(x)] = δ[x − x0]/|r′(x0)|, where x0 is the zero of r(x) = 0, for x = s1, to
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get,

∫
ds1 s

Nf

1 δ

[
s1

(
H

(
q, p′, p̂s

)
+

M∑

i=2

Fi + NfkT ln s1 −H0

)]

=
∫

ds1
s
Nf

1

NfkT
δ

[
s1 − exp

(
−(H (q, p′, p̂s) +

∑M
i=2 Fi −H0)

NfkT

)]

=
1

NfkT
exp

(
−(H (q, p′, p̂s) +

∑M
i=2 Fi −H0)

kT

)
.

The remaining thermostatting variables can be integrated out as above in equations (4.12)-

(4.15) to get the partition function,

Z =
CNPC

N !hNf

∫
dp′

∫
dq exp

(−H(q, p′)
kT

)
, (4.17)

where,

CNPC =
π

M
2 (kT )

M
2
−1ΠM

i=1Q
1
2
i ΠM

j=2Kj

Nf
exp

(
H0

kT

)
.

4.7 Auxiliary Function.

For the Nosé-chains to work correctly an auxiliary function, fi(si), must be chosen not

only to satisfy equation (4.5) but to provide a suitable modification to the thermostats.

One such choice is,

fi(si) =
(ai − si)2

2Ci
, (4.18)

where Ci, the auxiliary function coefficient, is a constant. The value ai is chosen as the

required average value of si, generally 1, as the additional term will operate as a negative

feedback loop to minimize (ai − si), as can be seen from the equations of motion. For a

Hamiltonian of the form,

H =
N∑

i=1

p2
i

2mi
+ V (q),
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the equations of motion for si and psi in the equivalent Nosé-chain system will be,

ṗsi =
p2

si−1

Qi−1s3
i

− kT

si
+

ai − si

Ci
,

ṡi =
psi

Qis2
i+1

.

If Ci is sufficiently small, if si increases above ai then psi will decrease, eventually decreasing

si. Conversely, if si decreases below ai then psi will increase, eventually increasing si.

4.8 Estimation of the Auxiliary Function Coefficient.

The value of Ci, i ≥ 2 can be estimated by considering the equation of motion for the

momenta of one of the thermostats, si,

ṗsi =
p2

si−1

Qi−1s3
i

− kT

si
+

ai − si

Ci
. (4.19)

Then the changes in si are driven by the changes in psi−1 . The purpose of the auxiliary

function is to limit the excursions of si, which can be achieved if dsi/dpsi is a maximum at

si = ai. The negative feedback loops arising in Nosé dynamics drive 〈ṗsi〉 to zero, in the

above equation, over a sufficiently long integration time. For the purpose of estimating the

value of Ci, we will assume that ṗsi is small. Then, from equation (4.19),

psi−1 ≈
√

Qi−1

(
kTs2

i −
ais3

i

Ci
+

s4
i

Ci

)
, (4.20)

differentiating with respect to si,

dpsi−1

dsi
≈

Qi−1

(
2kTsi − 3ais

2
i

Ci
+ 4 s3

i
Ci

)

2
√

Qi−1

(
kTs2

i −
ais3

i
Ci

+ s4
i

Ci

) . (4.21)
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Differentiating again to get the turning points, and substituting si = ai,

d2psi−1

ds2
i

≈ Q
1
2
i−1ai(8kTCi − a2

i )

4(kT )
3
2 C2

i

. (4.22)

Putting d2psi−1/ds2
i = 0 and solving for Ci gives,

Ci ≈ a2
i

8kT
. (4.23)

Evaluating d3psi−1/ds3
i at this point gives a positive value, indicating a minimum for

dpsi−1/dsi or a maximum for dsi/dpsi−1 as required.

Experimental data from tests with the harmonic oscillator, with ai = 1, show that Nosé

chains will not work with Ci > 1/8kT , but will work for all Ci < 1/8kT . However, with

very small values of Ci the additional thermostats become ineffective as si is restricted to

a value close to 1, as shown in the second experiment of Section 4.10.

4.9 Hamiltonian Splitting Method for Nosé-Poincaré chains.

The numerical methods used for the following experiments are based on the following

general Hamiltonian,

H =
N∑

i=1

p2
i

2mi
+ V (q).

The Nosé-chains method derived from this, with M thermostats based on the auxiliary

function in equation (4.18) is then,

HNC =
N∑

i=1

p2
i

2mis2
1

+ V (q) +
M−1∑

j=1

p2
sj

2Qjs2
j+1

+
p2

sM

2QM

+gkT ln s1 +
M∑

j=2

(
kT ln sj +

(aj − sj)2

2Cj

)
,
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giving a Nosé-Poincaré-chains method,

HNPC = s1 [HNC −H0] ,

where H0 is chosen as the initial value of HNC and setting g = Nf . The equations of motion

are,

q̇i =
pi

mis1
, ˙̃pi = −s1

∂V (q)
∂qi

,

ṡ1 =
s1ps1

Q1s2
2

, ṗs1 =
N∑

i=1

p2
i

mis2
1

−NfkT

−HNC(q, p̃, s, ps) + H0,

ṡj =
s1psj

Qjs2
j+1

, ṗsj = s1

(
p2

sj−1

Qj−1s3
j

− kT

sj
+

aj − sj

Cj

)
,

j = 2, . . . , M − 1,

ṡM =
s1psM

QM
, ṗsM = s1

(
p2

sM−1

QM−1s3
M

− kT

sM
+

aM − sM

CM

)
,

where s = (s1, . . . , sM ), ps = (ps1 , . . . , psM ) and p = p̃/s1. The thermostats have introduced

an implicit coupling into the equations of motion, but an explicit method can be formulated

by splitting the Hamiltonian and corresponding Liouville operator. For an odd number of

thermostats, M , this can be reduced to three Hamiltonians by employing even-odd splitting

of the extended variables. Then if,

H = H1 + H2 + H3,

we have,

H1 = s1




N∑

i=1

p2
i

2mis2
1

+

M−1
2∑

i=1

p2
s2i

2Q2is2
2i+1

+ NfkT ln s1
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+

M−1
2∑

i=1

(
kT ln s2i+1 +

(a2i+1 − s2i+1)2

2C2i+1

)
 ,

H2 = s1

[
p2

s1

2Q1s2
2

−H0

]
,

H3 = s1


V (q) +

M−1
2∑

i=2

p2
s2i−1

2Q2i−1s2
2i

+
p2

sM

2QM

+

M−1
2∑

i=1

(
kT ln s2i +

(a2i − s2i)2

2C2i

)
 .

Using a symmetric splitting of the Liouville operator to get a symplectic and time reversible

method,

iLH = {.,H} = {.,H1}+ {.,H2}+ {.,H3}

= iLH1 + iLH2 + iLH3 .

This splitting introduces an error of order4t3 at each step in terms of the solution operator,

giving a second order method,

ΨH(4t) = eiLH4t,

= eiLH3
4t
2 eiLH2

4t
2 eiLH1

4teiLH2
4t
2 eiLH3

4t
2

+ O(4t3).

The dynamics for H1 and H3 can be solved in a straightforward manner as each si and

psi are decoupled, leaving H2 to be solved either analytically or by using the generalized

leapfrog algorithm [8, 6].

When the time transformation is dependent on a reduced number of phase-space vari-

ables, such as s in this case, a novel approach towards developing an explicit method for H2
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appeared in the paper by Bond, Laird and Leimkuhler [8] and is reproduced in Appendix

A.1.

4.10 Harmonic Oscillator experiments.

The Harmonic Oscillator is generally regarded as one of the hardest models to thermostat

and as such is a good test for these methods. The Hamiltonian for the test system is,

H =
p2

2m
+

q2

2
,

giving the Nosé-Poincaré-chains method,

HNPC = s1


 p2

2ms2
1

+
q2

2
+

M−1∑

j=1

p2
sj

2Qjs2
j+1

+
p2

sM

2QM
+ kT ln s1

+
M∑

j=2

(
kT ln sj +

(aj − sj)2

2Cj

)
−H0


 .

Using 4t = 0.05, m = 1.0, Q1 = 1.0, Q2 = 3.0, . . . , QM = 3.0, C2 = 0.08 = 1/12kT, C3 =

0.04, C4 = 0.02, C5 = 0.01, kT = 1.0, M = 5, a2 = · · · = aM = 1 produced good results

with convergence close to the canonical distribution in 500, 000 steps as shown in Figures

4.2 and 4.3.

To illustrate the importance of the correct selection of thermostatting parameters, and

the improvements obtained using thermostatting chains, further experiments were carried

out. When very small values are used for the Ci, the thermostats are forced to be close

to 1, preventing them from operating and producing distributions that would normally be
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Figure 4.2: Distribution for position/momentum. Nosé-Poincaré chains with optimum aux-
iliary function coefficients.
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Figure 4.3: q,p phase-space. Nosé-Poincaré chains with optimum auxiliary function coeffi-
cients.
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Figure 4.4: Distribution for position/momenta. Nosé-Poincaré chains, small auxiliary func-
tion coefficients.

expected from the standard Nosé or Nosé-Poincaré methods, without thermostatting chains,

for the Harmonic oscillator. With the parameters the same as the above experiment except

4t = 0.01, C2 = 0.0008, C3 = 0.0004, C4 = 0.0002, C5 = 0.0001 gave the results in Figures

4.4 and 4.5.

As we can see from the first example, it is possible to implement an efficient canonical

sampling with the chain technique, while using symplectic integrators.

4.11 Estimating Thermostat Self-Oscillation Frequency.

The dependence of the thermostat’s self-oscillation frequencies on the thermostatting

masses, Qj , can be estimated by simplifying the equations of motion to decouple the ther-

mostats, the resulting equations can then be linearized to evaluate their behavior near to a

point of equilibrium. When calculating the masses for Nosé-Hoover chains [47] it is assumed

that adjacent thermostats are slow in comparison to the thermostat of interest, average val-
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Figure 4.5: q,p phase-space. Nosé-Poincaré chains, small auxiliary function coefficients.

ues can then be used for sj−1, sj+1, psj−1 , psj+1 . Under these conditions, the analysis for the

Nosé-Poincaré chains is similar to that provided by Nosé [52] provided that we also consider

the variation in s1 to be slow, in order that we can replace it with its average value, for all

but the first thermostat. For Nosé-Poincaré chains the equations of motion for sj , psj for

1 < j ≤ M are,

ṡj =
s1psj

Qjs2
j+1

, (4.24)

ṗsj = s1

(
p2

sj−1

Qj−1s3
j

− kT

sj
+

aj − sj

Cj

)
. (4.25)

Rearranging and differentiating (4.24), then substituting into (4.25),

d(Qjs
2
j+1ṡj)

dt
= s2

1

(
p2

sj−1

Qj−1s3
j

− kT

sj
+

aj − sj

Cj

)
. (4.26)

We will consider a fluctuation δsj of sj around an average 〈sj〉,

sj = 〈sj〉+ δsj . (4.27)
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Linearizing (4.26) to obtain an equation for δs,

d

dt
(Qjs

2
j+1

˙δsj) = s2
1

[
p2

sj−1

Qj−1〈sj〉3
(

1− 3
δsj

〈sj〉
)

− kT

〈sj〉
(

1− δsj

〈sj〉
)

+
aj − 〈sj〉 − δsj

Cj

]
. (4.28)

If the change in sj is much faster than the rest of the system, then the change of the

momentum can be ignored as the constant temperature is maintained by sj , then,

p2
sj−1

Qj−1〈sj〉3 =
kT

〈sj〉 −
aj − 〈sj〉

Cj
,

=
kT

〈sj〉 , (4.29)

since aj is chosen as 〈sj〉, as discussed in section 4.7. Substituting (4.29) into (4.28),

expanding the left hand side and substituting 〈sj〉 = aj , 〈sj+1〉 = aj+1, s1 ≈ 〈s1〉, we get,

¨δsj = − 〈s1〉2
Qja2

j+1

(
2kT

a2
j

+
1
Cj

)
δsj , (4.30)

giving a self-oscillation frequency, wj , of,

wj =

(
〈s1〉2

Qja2
j+1

(
2kT

a2
j

+
1
Cj

)) 1
2

. (4.31)

Since we normally choose aj = 1, j 6= 1, (4.31) reduces to the more general form,

wj =
(
〈s1〉2

(
2kT

Qj
+

1
QjCj

)) 1
2

. (4.32)

For the remaining thermostat’s variables, s1 and ps1 , the equations of motion are,

ṡ1 =
s1ps1

Q1s2
2

, (4.33)

ṗs1 = s1

(
N∑

i=1

p2
i

mis3
1

− NfkT

s1

)
. (4.34)
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Figure 4.6: Deviation from the correct distribution, where ∆D is defined in (4.36), with
varying Nosé mass.
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Figure 4.7: Deviation from the correct distribution, where ∆D is defined in (4.36), with
varying Nosé mass (expanded scale).

Following a similar procedure to that above gives a self-oscillation frequency, where a2 = 1,

of,

w1 =
(

2NfkT

Q1

) 1
2

, (4.35)

which is of the form familiar from Nosé’s paper [52].
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4.12 Optimum Thermostat Masses.

To evaluate the relationship between the self-oscillation frequencies and the optimum

choice of the Nosé and auxiliary masses, experiments were carried out to assess the deviation

from the required q distribution with varying masses. The q distribution is determined by

grouping the data into 250 bins covering the range −5 ≤ q ≤ 5 and the deviation from the

correct distribution is defined as the `2-norm of the difference between the measured and

theoretical probability densities for each bin,

∆D =

(
250∑

i=1

(
bi

nw
− P (xi)

)2
) 1

2

, (4.36)

where xi is the class mark and bi the bin value for the ith bin, n is the total number of

samples, w is the class interval and P (xi) = (2πkT )−
1
2 exp(−x2

i /(2kT )) for the harmonic

oscillator. The experiments were based on the harmonic oscillator model with frequency 1.0,

auxiliary function coefficient C2 = 0.08, a2 = 1, and having two thermostats, the original

Nosé thermostat and one auxiliary thermostat. The initial conditions were chosen such that

the average value of the Nosé variable s1 was 1.0 and the results were taken after 5, 000, 000

steps, with a step size of 0.005.

In the first experiment the auxiliary thermostat mass was chosen to have a self-oscillation

frequency equal to that of the harmonic oscillator and the Nosé thermostat was varied over

a range of values, producing the results in figures 4.6 and 4.7. Here Q1 has been normalized

so that 1.0 is the value given by equation (4.35). These indicate that there is a broad choice

of Nosé mass, in contrast to the results obtained for the auxiliary heat bath method [38],

with possible values ranging from 0.01 < QSO < 2, where QSO is the value for Q when the
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Figure 4.8: Deviation from the correct distribution, where ∆D is defined in (4.36), with
varying auxiliary thermostat mass.

thermostat’s self-oscillation frequency coincides with the oscillator frequency. These results

are consistent with those obtained when using Nosé-Hoover chains, both of these methods

appear to suppress the thermostat oscillating as a single mode for small Q.

For the second experiment the Nosé mass was fixed at half that of its self-oscillation

frequency and the mass of the auxiliary thermostat was varied, giving the results in figure

4.8. Here Q2 has been normalized so that 1.0 is the value given by equation (4.32) and ∆D

is defined in (4.36). Again, good results are obtained over a large range of values.

Since the Nosé-Poincaré method is Hamiltonian based Theorem 3.2.1 allows the value

of
〈
p2

s/Q
〉

to be determined, if we assume that the system is ergodic. Comparing the

ergodic value of kT with that obtained in experiments with varying values of Q gives a

good indication of the range of acceptable values. In Figure 4.9,
〈
p2

s/Q
〉

is plotted against

Q for a Nosé-Poincaré chains integrator consisting of 5 thermostats with Qj = 2Q and

Cj = 0.08 where kT = 1. From this we see that the range of Q is increased and that
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chains can also limit the activity of the auxiliary variables, preventing them from entering

self-oscillation. There is also good correlation between these results and the range of Q,

determined by the mean square difference between the actual and theoretical distributions,

from above.

4.13 Limitations of Nosé-Poincaré chains.

Section 2.1 raises stability issues for methods without time reparamiterization for the

single harmonic oscillator. The ith thermostat variable si has a momentum term, from the

Hamiltonian, of,

s1p
2
si

2Qis2
i+1

. (4.37)

From this we see that for the ith thermostat, time is re-scaled by (si+1)−1 in addition

to the overall time transformation based on the first thermostat s1. Studying the phase-

space portrait for the (i + 1)th thermostat shows that small values of si+1 occur, which is

equivalent to large time steps in the numerical method for the preceding thermostat, si.
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To guarantee stability for integration times of over 100 million steps in the single harmonic

oscillator model, with ω = 1 and using the method in Appendix 4.9, requires step-sizes of

∆t < 0.002. This is considerably less than ∆t = 0.02, required for the same model using

the Nosé-Poincaré method.

In Section 5.1 it is shown that, for an ergodic system, 〈p2
si

/(Qis
2
i+1)〉 = kT , as expected.

However, due the the small dimension of sub-system that each additional thermostat is

required to control, this may not be achievable. Experiments utilizing a Nosé-Poincaré

chains integrator consisting of 5 thermostats with Qi = 2Q and Ci = 0.08 where kT = 1,

integrated over 20,000,000 steps of 0.01 gave the averages in Table 4.1, all of which should be

equal to kT = 1. Even if the dimension of the underlying system is increased this problem

persists, hence the system is not ergodic and the proof of sampling from the canonical

ensemble is invalid.

In this section we have seen that the implementation of Nosé-Poincaré chains can pro-

vide significant improvements in the ergodicity of systems such as the harmonic oscillator

and, in addition, this fully Hamiltonian method allows the use of symplectic integrators

for improved behavior over long integration times. Limitations due to the evolution in vir-

tual time for each thermostat, and the small dimensional subsystem that each additional

thermostat controls, means that some caution should be exercised when using this method.
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i
〈
p2

si
/(Qis

2
i+1)

〉

1 0.987
2 0.678
3 0.543
4 0.484
5 0.525

Table 4.1: Average values for p2
si

/(Qis
2
i+1) using Nosé-Poincaré Chains.
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Chapter 5

Recursive Nosé/Nosé-Poincaré

Thermostats.

The seminal paper by Nosé [50] established, for thermostatted systems, the thermostat

self-oscillation equation ωN = (2gkT/Q)
1
2 , and it is observed for harmonic systems of fre-

quency ω that the optimum Q is proportional to gkT/ω2, perpetuating the viewpoint that

the self-oscillation frequency should coincide with some frequency within the system. From

the analysis in Chapter 3 we see that the correct choice of Q occurs where the auxiliary

variables approach their phase-space boundary and expected averages, with the derived

equation for Q satisfying the observed proportionality from above. Since obtaining the ex-

pected ergodic averages is dependent on the choice of Q the effectiveness of the approach of

Martyna, Klein and Tuckerman [47] in achieving the correct ‘kinetic’ averages for the first

thermostat, and the method’s insensitivity to the value of Q, is now understood. The Nosé-

Poincaré chains method, introduced in Chapter 4, also displays these characteristics and,
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as they are based on a Hamiltonian, we can now study the correct averages in an ergodic

setting by direct integration. In this chapter the averages expected from the model in Chap-

ter 3, and their ergodic equivalents, are investigated and a new scheme where the choice of

Q is essentially independent of the underlying system, the Recursive Multiple Thermostat

(RMT), is proposed which overcomes the limitations of the Nosé-Poincaré chains method. A

comparisons of the methods, based on the ergodic averages, is provided and special features

of the RMT method displayed.

5.1 Expected average values for p2
s/Q.

Since the Hamiltonian formulation of the MTGTB methods allow the calculation of av-

erage values for the thermostat variables and their ‘kinetic’ terms, if the system is ergodic,

we can compare these with averages predicted from both the model and phase-space ge-

ometries. If we consider the single harmonic oscillator thermostatted by the Nosé-Poincaré

method, from (3.33) and (3.34) we would expect that the maximum value of ps to occur

when s is at its average value, where the phase-space boundary for ps is given by (3.32) as

√
2QkT . This, together with the observation from (3.33) that max

(
p2

s

)
= 2

〈
p2

s

〉
, gives,

〈
p2

s

Q

〉
= kT. (5.1)

From this we observe that the average value of p2
s/Q, when Q is greater than the ‘optimum’

value, is always less than kT , which is observed in practice and illustrated in Figure 3.3.

From a different perspective, if the phase-space trajectories of the auxiliary variables

were homogenously distributed we could calculate the average value from the auxiliary
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variable phase-space using (3.2). Here the probability density function for ps would be,

ρps =
exp

(
− p2

s
2QNf kT

)

∫∞
−∞ exp

(
− p2

s
2QNf kT

)
dps

, (5.2)

then,
〈

p2
s

Q

〉
=

∫ ∞

−∞

p2
s

Q
ρpsdps = NfkT. (5.3)

For the single harmonic oscillator, where Nf = 1, this would give the same result as (3.12),

but would raise some interesting questions for multiple oscillators.

If we consider the Nosé-Poincaré chains Hamiltonian (4.16) the average values for

p2
si

/(Qs2
i+1) can be obtained, if the system is ergodic, by substituting p2

si
/(Qs2

i+1) for s

in (3.4). In a method similar to that used in Section 3.2 we can substitute p̃si = psi/si+1

and use the equivalence relation for δ in both the denominator and numerator of the new

equation. Noting that,

∫ ∞

0

sj

aj
exp

(
−(aj − sj)2

Cj

)
dsj ≈

∫ ∞

0
exp

(
−(aj − sj)2

Cj

)
dsj , (5.4)

and that,
∫ ∞

−∞

p̃2
si

Qi
exp

(
− p̃2

si

2QikT

)
dpsi = kT

∫ ∞

−∞
exp

(
− p̃2

si

2QikT

)
dpsi , (5.5)

the new equation reduces to, 〈
p2

si

Qis2
i+1

〉
≈ kT. (5.6)

Similarly we can show, 〈
p2

sM

QM

〉
≈ kT. (5.7)
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5.2 The Recursive Multiple Thermostat method.

From these discussions it is clear that controlling the thermostats to enforce their ergodic

averages is the correct approach. The limitations identified for chains methods in Section

4.13 indicate that additional thermostats should control sub-systems of greater dimension

than just the preceding thermostat, and time reparamiterization should take account of all

thermostat variables.

One such approach is to apply a Nosé thermostat to the original Hamiltonian, then

apply a second thermostat to all of the ‘kinetic’ terms in the new Hamiltonian, including

the term for ps1 , the first thermostatting variable momentum. This method can then be

applied recursively to add as many thermostats as required with the dimension of the

system to be thermostatted increasing for each thermostat. This leads to better stability

when compared with chains, as the time reparametrization for the Nosé-Poincaré based

method involves all of the thermostats, and experiments have shown that generally only

one additional thermostat is required, even for low dimensional systems. The Hamiltonian

for the formulation without time rescaling, with M thermostats will be,

HNR =
N∑

j=1

p2
j

2mjs2
1s

2
2 · · · s2

M

+ V (q) +
M−1∑

i=1

p2
si

2Qis2
i+1 · · · s2

M

+
p2

sM

2QM

+gkT ln s1 +
M∑

i=2

((Nf + i− 1)kT ln si + fi(si)) (5.8)

where g = Nf + 1 and the auxiliary functions, {fi(si)}, are real valued satisfying equation

(4.5). Since this method belongs to the class of multiple thermostat methods presented in

Section 4.3, the proof of canonical sampling from that section applies here.

The Nosé-Poincaré based method is derived from this by applying a rescaling of time
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by s1s2 · · · sM ,

HNPR = s1s2 · · · sM




N∑

j=1

p2
j

2mjs2
1s

2
2 · · · s2

M

+ V (q)

+
M−1∑

i=1

p2
si

2Qis2
i+1 · · · s2

M

+
p2

sM

2QM
+ gkT ln s1

+
M∑

i=2

((Nf + i− 1)kT ln si + fi(si))−H0

]
,

(5.9)

where H0 is chosen such that HNPR = 0 at initial conditions and setting g = Nf , and again

the proof of canonical sampling in Section 4.3 is valid due to the method’s construction.

Since the correct value of 〈p2
s1

/Q1〉 is obtained by thermostatting rather than the pa-

rameter Q1 we find that Q1 is now essentially independent of the underlying system. The

parameters can instead be chosen to obtain some useful property in the numerical method,

such as better numerical stability or, as in [35] a desired scale separation.

An important feature of the formalism presented here is that the method always remains

within the class of Hamiltonian dynamical models, for which symplectic integrators, hav-

ing superior long-term stability properties, are possible. Construction of efficient schemes

suitable for molecular dynamics applications is an important task and, in Section 5.4, it

is shown to be possible here, by designing an efficient Hamiltonian splitting method for

RMTs.

5.3 Choice of the Auxiliary Function.
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For the additional thermostats to work correctly an auxiliary function, fi(si), must

be chosen not only to satisfy equation (4.5) but to provide a suitable modification to the

thermostats as discussed in Chapter 4. One such choice is,

fi(si) =
(ai − si)2

2Ci
, (5.10)

where the auxiliary function coefficient Ci is a constant and, for Nosé-Poincaré chains, must

satisfy Ci ≤ a2
i /8kT . The value ai is chosen as the required average value of si, generally 1.

5.4 Hamiltonian Splitting Method for RMTs.

The numerical methods used for the following experiments are based on the following

general Hamiltonian,

H =
N∑

i=1

p2
i

2mi
+ V (q),

where q = (q1, . . . , qN ). The RMT method derived from this, with M thermostats based on

the auxiliary function in equation (5.10) is then,

HNR =
N∑

i=1

p2
i

2mis2
1 · · · s2

M

+ V (q) +
M−1∑

j=1

p2
sj

2Qjs2
j+1 · · · s2

M

+
p2

sM

2QM
+ gkT ln s1

+
M∑

j=2

(
(Nf + j − 1)kT ln sj +

(aj − sj)2

2Cj

)
,

where g = Nf + 1, giving a Nosé-Poincaré multiple thermostat method, with g = Nf ,

HNPR = s1s2 · · · sM [HNR −H0] ,

where H0 is chosen as the initial value of HNR. The equations of motion are,

q̇i =
pi

mis1 · · · sM
,
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ṗi = −s1 · · · sM
∂V (q)
∂qi

,

ṡ1 =
s1 · · · sMps1

Q1s2
2 · · · s2

M

,

ṗs1 = s2 · · · sM

(
N∑

i=1

p2
i

mis2
1 · · · s2

M

−NfkT −HNR(q, p, s, p̂s) + H0

)
,

ṡj =
s1 · · · sMpsj

Qjs2
j+1 · · · s2

M

,

ṗsj = s1 · · · sM

(
N∑

i=1

p2
i

mis2
1 · · · s3

j · · · s2
M

+
j−1∑

l=1

p2
sl

Qls
2
l+1 · · · s3

j · · · s2
M

−(Nf + j − 1)kT

sj
+

aj − sj

Cj
− HNR(q, p, s, p̂s)−H0

sj

)
, 1 < j < M,

ṡM =
s1 · · · sMpsM

QM
,

ṗsM = s1 · · · sM

(
N∑

i=1

p2
i

mis2
1 · · · s2

M−1s
3
M

+
M−1∑

l=1

p2
sl

Qls
2
l+1 · · · s2

M−1s
3
M

−(Nf + M − 1)kT

sM
+

aM − sM

CM
− HNR(q, p, s, p̂s)−H0

sM

)
,

where s = (s1, . . . , sM ), p̂s = (ps1 , . . . , psM ) and p = (p1, . . . , pN ). The thermostats have

introduced an implicit coupling into the equations of motion, but an explicit method can

be formulated by splitting the Hamiltonian and corresponding Liouville operator. For M

thermostats this can be done using 2+M Hamiltonians by employing a separate Hamiltonian

for each extended variable ‘kinetic’ term. Then if,

H = H1 + H2 + H31 + · · ·+ H3M ,

we have,

H1 = s1 · · · sM

[
N∑

i=1

p2
i

2mis2
1 · · · s2

M

+ NfkT ln s1

]
,

H2 = s1 · · · sM


V (q) +

M∑

j=2

(
(Nf + j − 1)kT ln sj +

(aj − sj)2

2Cj

)
 ,

H31 = s1 · · · sM

[
p2

s1

2Q1s2
2 · · · s2

M

−H0

]
,
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H3j = s1 · · · sM

[
p2

sj

2Qjs2
j+1 · · · s2

M

]
, 1 < j < M,

H3M = s1 · · · sM

[
p2

sM

2QM

]
.

Using a symmetric splitting of the Liouville operator to get a symplectic and time reversible

method,

iLH = {.,H}

= {.,H1}+ {.,H2}+ {.,H31}+ · · ·+ {.,H3M}

= iLH1 + iLH2 + iLH31
+ · · ·+ iLH3M

. (5.11)

This splitting introduces an error of order4t3 at each step in terms of the solution operator,

giving a second order method,

ΨH(4t) = eiLH4t,

= eiLH2
4t/2e

iLH31
4t/2 · · · eiLH3M

4t/2
eiLH1

4te
iLH3M

4t/2

· · · eiLH31
4t/2

eiLH2
4t/3 + O(4t3).

The dynamics for H1 and H2 can be solved in a straightforward manner , leaving H31 · · ·H3M

to be solved either analytically or by using the generalized leapfrog algorithm as described

in [8] and Appendix A.1.

5.5 Harmonic Oscillator experiments with RMTs.

Using the splitting method from Section 5.4 with two thermostats and parameters 4t =

0.05, m = 1.0, Q1 = 0.5, Q2 = 1.0, C2 = 0.04, kT = 1.0, M = 2, a2 = 1 produced good
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Figure 5.1: Distribution for position/momentum, RMT method with 2 thermostats.
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Figure 5.2: q,p phase-space, RMT method with 2 thermostats.

results with convergence close to the canonical distribution in 500, 000 steps as shown in

Figures 5.1 and 5.2.

104



0 1 2 3 4 5 6
0

0.5

1

1.5

Q

〈p
s2 /Q

〉

Nosé−Poincaré
Nosé−Poincaré chains
RMT

Figure 5.3:
〈
p2

s/Q
〉

for Q in the range 0.001-6.

5.6 Comparison of RMT and Nosé-Poincaré chains methods.

In Figure 5.3,
〈
p2

s/Q
〉

is plotted against Q for an RMT integrator consisting of 2 ther-

mostats with Q2 = 2Q and C2 = 0.04 where kT = 1. From this we see that the range of Q is

vastly increased and that this method also limits the activity of the auxiliary variables, pre-

venting them from entering self-oscillation. For comparison the results for a Nosé-Poincaré

chains integrator consisting of 5 thermostats with Qi = 2Q and Ci = 0.08 and the standard

Nosé-Poincaré method are included.

As discussed in Section 4.13, the required average value of p2
si

/(Qis
2
i+1) for each thermo-

stat may not be achievable for Nosé-Poincaré chains, a limitation which should not apply

to the RMT method. The averages for a Nosé-Poincaré chains integrator consisting of 5

thermostats, with Qi = 2Q and Ci = 0.08, are compared to those from an RMT integrator

consisting of 2 thermostats, with Q2 = 2Q and C2 = 0.04, where kT = 1 and integrated

over 20,000,000 steps of 0.01 are presented in Table 5.1. For the Nosé-Poincaré chains

method, even if the dimension of the underlying system is increased this problem persists,
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i Chains
〈

p2
si

Qis2
i+1

〉
Recursive

〈
p2

si

Qis2
i+1

〉
Predicted

1 0.987 1.000 1.000
2 0.678 0.973 1.000
3 0.543 N/A 1.000
4 0.484 N/A 1.000
5 0.525 N/A 1.000

Table 5.1: Average values for p2
si

/(Qis
2
i+1) using Chains and Recursive methods.

hence the system is not ergodic and the proof of sampling from the canonical ensemble is

invalid. By contrast, with the RMT scheme each new thermostat will thermostat a system

of increasing dimension and it has been found that, even for low dimensional systems, one

additional thermostat is usually sufficient to provide good sampling.

5.7 Obtaining expected average values Independently of Q

for Multiple Oscillators.

We have seen that
〈
p2

s/Q
〉

= kT , based on the model in Section 3.3, was sufficient for

the auxiliary variables to interact with their phase-space boundary for a single harmonic

oscillator, giving rise to the behavior required to sample from the canonical ensemble. In

Section 3.7 it was shown that the volume of auxiliary variable phase-space sampled by the

system is essentially independent of the number of oscillators being considered, despite the

increase in the available volume from (3.2), if the system is ergodic. From this we would

expect that enforcing the ergodic averages for the thermostat’s ‘kinetic’ term would give

good results for multiple oscillators, with a much reduced dependence on Q, as we saw for
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Figure 5.4: Auxiliary Variable phase-space for 4 oscillators of similar frequency for the Nosé-
Poincaré and RMT methods. The dashed line is the single oscillator phase-space boundary,
solid line is the 4 oscillator phase-space boundary.

the case of the single harmonic oscillator, and this can be seen in experiments. However

there may be additional benefits for multiple oscillators and these can be classified for

systems consisting of oscillators of similar frequency and multi-scale systems. To illustrate

these observations we will remain within the class of multiple harmonic oscillators with

Hamiltonian,

Hho(q, p) =
N∑

i=1

(
p2

i

2mi
+

q2
i

2

)
. (5.12)

5.7.1 Multiple Oscillators of similar frequency.

The equation defining the boundary of the volume of phase-space occupied by the aux-

iliary variables, (3.59) in Section 3.7, assumes random interaction between the oscillators

and is easily seen where the oscillators are synchronous, or where there is some correlation

between the oscillators and the system is of small dimension, different results can be pro-

duced as shown in Figure 5.4, left hand side graph. In this example there are 4 oscillators
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Oscillator Nosé-Poincaré RMT〈
p̃2

i /mi

〉 〈
p̃2

i /mi

〉

1 0.902 0.996
2 1.185 0.991
3 0.988 0.998
4 0.935 1.010

Table 5.2: Average values for p̃2
i /mi using Nosé-Poincaré and RMT methods with kT = 1.

with ω1 = 1.012, ω2 = 0.992, ω3 = 1.021, ω4 = 1.000, Nosé mass 1.2 and, after 20,000,000

steps of 0.02, we find that
〈
p2

s/Q
〉

= 3.144. Compare this result with the correct value

〈
p2

s/Q
〉

= 1 and the homogenous value predicted from (5.3) of
〈
p2

s/Q
〉

= 4. Clearly, in this

case, thermostatting ps should have a dramatic effect on the results, as seen in the right

hand side graph of Figure 5.4 for and RMT method with Q2 = 2Q1 and C2 = 0.04, where

〈
p2

s/Q
〉

= 1.010 leading to much faster convergence to the canonical ensemble. This can

be seen from Figure 5.5 where the distribution data for each oscillator is shown (solid line)

with the theoretical distribution (dotted line), the graphs along the top generated by the

Nosé-Poincaré method and those along the bottom from the RMT method.

From the Equipartition theorem (see Appendix D) we expect that 〈p̃2
i /mi〉 = kT ∀i,

where p̃i = pi/s, s = s1 for the Nosé-Poincaré method and s = s1s2 for the RMT method

with two thermostats. The average kinetic energy values for each oscillator, from the

experiment above, are included in Table 5.2 where we see that the deviation from the

correct results is nearly 20 times less for the RMT method than for the Nosé-Poincaré

method.
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Figure 5.5: q distributions for 4 oscillator model with similar frequencies using Nosé-
Poincaré method (top) and RMT method (bottom). The dotted curve represents the the-
oretical distribution.

5.7.2 Multiple Oscillators in Multi-Scale Systems.

In systems where there is no correlation between the oscillators, for example in a multi-

scale system, we would expect the only interaction to be between the oscillators and the

auxiliary variables. When sampling from the canonical ensemble the lth oscillator would

be expected to pass through the point p̃l = 0, ql = 0 at which point all of the energy for

that oscillator must reside in the auxiliary variables, based on the assumption above. By
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separating s into dynamic and average values such that s = s̃〈s〉, the auxiliary variable

phase-space bound (3.59) can be re-written, using (3.11), as,

p̃2
s

2Q
+ kT ln s̃ =

H̃0

Nf
− kT ln〈s〉 = kT. (5.13)

From the above argument this is also an upper bound for the lth oscillator energy and hence,

p̃2
l

2ml
+

q2
l

2
≤ kT. (5.14)

Taking averages, and noting that the sum of the energies of all oscillators is NfkT , yields,

〈
p̃2

l

2ml
+

q2
l

2

〉
= kT. (5.15)

From this we anticipate that by thermostatting the thermostat, such that
〈
p̃2

s/Q
〉

= kT

and the auxiliary variable phase space is bounded by (3.59), the equipartition of energy

(see Appendix D) between the oscillators would be enforced. Using the RMT method in

comparison to the standard Nosé-Poincaré method we see that indeed this is the case as

shown in Figure 5.6, where 3 oscillators with frequencies ω1 = 1.000, ω2 = 0.308, ω3 = 0.095,

Nosé mass 8, Q2 = 16 and C2 = 0.04 for the RMT method, and a step size 0.05 are

simulated. The kinetic energies are calculated for each oscillator using running averages of

1,000,000 steps. Since the equipartition of energy can be shown for systems of harmonic

oscillators which sample from the canonical ensemble (see Appendix D), convergence to

the canonical ensemble is considerably faster. This is illustrated in Figure 5.7 where the

distribution data for each oscillator is shown (solid line) with the theoretical distribution

(dotted line), the graphs along the top generated by the Nosé-Poincaré method and those

along the bottom from the RMT method, for a simulation length of 20,000,000 steps of 0.05

. As before we expect that the average kinetic energy for the oscillators to be equal to kT
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Figure 5.6: Kinetic energy for 3 oscillators using RMT and Nosé-Poincaré methods for
kT = 1.

Oscillator Nosé-Poincaré RMT〈
p̃2

i /mi

〉 〈
p̃2

i /mi

〉

1 0.946 1.000
2 1.074 0.996
3 1.101 1.002

Table 5.3: Average values for p̃2
i /mi using Nosé-Poincaré and RMT methods with kT = 1

for the multi-scale model.

and the average kinetic energy values for each oscillator, from the experiment above, are

included in Table 5.3.
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Figure 5.7: q distributions for 3 oscillator multi-scale model using Nosé-Poincaré method
(top) and RMT method (bottom). The dotted curve represents the theoretical distribution.
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Chapter 6

Conclusion and Future work.

6.1 Overview of results.

It is often assumed that Nosé’s method works by using the Nosé mass to tune the

self-oscillation frequency of the auxiliary variables to resonate with some natural frequency

within the system to be simulated. In fact, provided that the value of Q is large enough to

prevent thermostat self-oscillation, the auxiliary variables will oscillate at the first harmonics

of any frequencies within the system, introducing a potential 2:1 resonance, as shown by the

model in Section 3.3. These first harmonics persist as the system moves into the canonical

ensemble (with additional oscillations at the fundamental frequencies, as seen in Figure 6.1,

for an oscillator with frequency 0.167Hz showing the fourier analysis of ps) when interactions

with the auxiliary variable phase-space boundary occur and coincide with more chaotic
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Figure 6.1: Frequency domain plot of ps for single harmonic oscillator, with frequency
0.167Hz, sampling from the canonical ensemble.

behavior of the system. It is clear that to sample from the canonical ensemble the phase-

space variables must approach their boundary and this can be induced by the correct choice

of Q, or by controlling the thermostat so that its canonical ensemble average is achieved.

In the latter case the Recursive Thermostatting technique has proven to overcome many of

the difficulties of previous methods, and generally requires fewer thermostats.

The model presented in Chapter 3 has provided an improved insight into the mechanisms

of extended system thermostatting methods, showing that the generally established belief

that resonance occurs at the thermostat variable’s self-oscillation frequency is flawed. For

harmonic systems it is now possible to accurately predict the correct choice for the Nosé

mass, even when multiple frequencies are present, in contrast to traditional linearization

techniques. Of particular interest is the model’s prediction that the choice of Nosé mass is

dictated by the required ergodic averages for the thermostatting variable’s ‘kinetic’ energy,

explaining the effectiveness of chains methods.

Recursive Thermostatting has benefits in situations where the system consists of oscil-
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lators of similar frequencies, where Nosé dynamics leads to a large part of the auxiliary

variable phase space being sampled, and hence too great a value for
〈
p2

s/Q
〉

giving incor-

rect sampling, and in multi-scale systems, where the equipartition of energy (see Appendix

D), and hence isothermal behavior, is difficult to achieve. It is expected that the applica-

tion of the RMT method to real simulations such as Butane molecules, which have poor

coupling between modes and discreet frequency spectra, should also give good results and

much reduced dependence on the value of Q. Systems such as liquids with a Lennard-Jones

potential, where the coupling between different parts of the system is good and they dis-

play a broad frequency spectrum, have a wide choice of Q but the RMT method should

make Q essentially independent of the system. As an additional benefit, the large range of

choice for the Nosé mass allows for the use of small masses, and hence fast thermostatting,

which is useful for large systems where traditionally a large Nosé mass is required, since it

is proportional to the number of degrees of freedom.

One of the main objectives was to produce a Hamiltonian method so that symplectic

integrators can be used, with their attendant advantages of long term stability, preserva-

tion of first integrals and the resulting simulation being from a nearby Hamiltonian due to

the existence of a backward error analysis. The construction of a general family of fully

Hamiltonian multiple thermostat methods has led to the implementation of Nosé and Nosé-

Poincaré chains [43] as an alternative to the non-Hamiltonian Nosé-Hoover chains. This

method is characterized by the existence of a proof of the correct ensemble sampling un-

der an ergodic assumption and experimental evidence for the broader choice of Nosé mass

provided by chains methods. Following on from this the extension of the multiple thermo-
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stat methods, such that multiple thermostats can interact directly with the system to be

thermostatted, has led to the construction of the Recursive Multiple Thermostat scheme

[44]. This fully Hamiltonian method overcomes the limitations of Nosé-Poincaré and chains

methods and, in addition to the advantages of Nosé-Poincaré chains, experimental evidence

shows that the choice of Nosé mass is essentially independent of the underlying system and

long term trajectories show excellent stability and preservation of total system energy. In

implementing these methods special features of the thermostatting variable’s phase-space,

and their role in producing the correct sampling, have been documented.

6.2 Future work.

The aim of this work has been to gain an insight into the mechanism behind extended

system thermostatting methods with a view towards producing new schemes which overcome

some of the present limitations that exist. Future work can be split into the following

categories:

6.2.1 Theoretical work.

The frequency domain model in Chapter 3 helps in the understanding of the role of the

Nosé mass parameter, and allows the accurate prediction of the onset of ergodic behavior,

for simplified harmonic systems. However there is considerably more work required to un-

derstand the chaotic regime after this point and the insight, and experimental data, gained

so far will be useful when considering this task. Particularly important is the observation

that, for harmonic systems, the thermostatting variable has oscillations at the first harmonic
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of any frequencies within the underlying system, giving a potential 2:1 resonance.

6.2.2 Molecular dynamics simulations.

The simulations considered here have been based on harmonic oscillators, motivated by

Nosé’s prediction of the Nosé mass parameter based on frequency. Although the results of

these simulations show great promise, the RMT method must be applied to real Molecular

Dynamics simulations to confirm its many advantages. As a minimum the simple protein

in solvent model, and constant pressure simulations need to be considered.

6.2.3 Fast thermostatting.

Fast Thermostatting can be accomplished use of the RMT scheme. In traditional ther-

mostatting schemes the optimum value for Q, from (3.58), increases with the dimension of

the system resulting in a dramatic increase in thermostat response time for large systems,

which may be undesirable. From Figure 5.3 we see that thermostatting the thermostat gives

a vastly increased range for Q which allows very small values to be used, giving a much

faster response. This may have applications in Multi-scale systems where thermostatting

is applied to the ‘fast’ part of the system and it is desirable to have thermostatting in the

same timescale.

6.2.4 Molecular dynamics software packages.

There exist molecular dynamics software packages, such as CHARMM and AMBER,

and implementing the RMT method for these platforms would give access to numerous
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sample problems with which to test the scheme. In addition, subject to successful testing,

this would allow interested parties to experiment with the RMT method.
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Appendix A

Numerical methods.

A.1 A Numerical Method for the Nosé-Poincaré scheme.

In the paper by Bond, Laird and Leimkuhler [8] an explicit method was proposed for the

Nosé-Poincaré method for systems where the time transformation is dependent on a reduced

number of phase-space variables, such as s. This has application for both the Nosé-Poincaré

chains and the RMT methods, and is reproduced here for reference.

For an underlying Hamiltonian of the form,

H(q, p) =
N∑

i=1

p2
i

2mi
+ V (q), (A.1)

the equations of motion for the Nosé-Poincaré method are then,

q̇i =
pi

mis
,

ṗi = −s∇qiV (q),

ṡ = s
ps

Q
,
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ṗs =
N∑

i=1

p2
i

mis2
− gkT −∆H(q, p, s, ps),

where,

∆H(q, p, s, ps) =
N∑

i=1

p2
i

2mis2
+ V (q) +

p2
s

2Q
+ gkT ln s−H0,

with H0 chosen such that ∆H = 0 at initial conditions. The generalized leapfrog algorithm

[22, 64] can then be used, resulting in the symplectic and time-reversible method [58],

p
n+1/2
i = pn

i −
∆t

2
sn∇qiV (qn), (A.2)

pn+1/2
s = pn

s +
∆t

2




N∑

i=1

1
mi

(
p

n+1/2
i

sn

)2

− gkT




− ∆t

2
∆H(qn, pn+1/2, sn, pn+1/2

s ), (A.3)

sn+1 = sn +
∆t

2
(sn+1 + sn)

p
n+1/2
s

Q
, (A.4)

qn+1
i = qn

i +
∆t

2

(
1

sn+1
+

1
sn

)
p

n+1/2
i

mi
, (A.5)

pn+1
s = pn+1/2

s +
∆t

2




N∑

i=1

1
mi

(
p

n+1/2
i

sn+1

)2

− gkT




− ∆t

2
∆H(qn+1, pn+1/2, sn+1, pn+1/2

s ), (A.6)

pn+1
i = p

n+1/2
i − ∆t

2
sn+1∇qiV (qn+1). (A.7)

The resulting method is explicit. Note that (A.3) requires the solution of a scalar quadratic

equation for p
n+1/2
s :

∆t

4Q
(pn+1/2

s )2 + pn+1/2
s + C = 0, (A.8)

where,

C =
∆t

2


gkT (1 + ln sn)−

N∑

i=1

1
2mi

(
p

n+1/2
i

sn

)2

+ V (qn)−H0


− pn

s . (A.9)
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The equation can be solved explicitly using the quadratic formula, but the correct root

should be solved for. To avoid subtractive cancellation a variant of the quadratic formula

can be used to solve (A.8):

pn+1/2
s =

−2C

1 +
√

1− C∆t/Q
. (A.10)

The remaining steps in the algorithm are completely explicit, and can be solved sequentially.
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Appendix B

Symplectic and Hamiltonian

splitting methods.

Most Hamiltonian systems of interest do not have an analytical solution and this has led

to the development of numerical integrators which solve the equations of motion by taking

discreet steps forward (and possibly backward) in time until the required integration time

has elapsed. This was first seen in simple schemes such as Euler’s method, but both the

mathematician De Vogalaere and the physicist Ruth had postulated that if the numerical

integrator possessed some of the properties of the Hamiltonian system’s flow-map then

simulations would display improved behavior. This idea has led to the development and

classification of Geometric Integrators, where geometric properties of the original system

are preserved by their use. For Hamiltonian systems the symplectic property is perhaps

the most important geometrically, and can lead to efficient explicit Hamiltonian splitting

methods as discussed in the book by Leimkuhler and Reich [42].
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B.1 Symplectic Maps.

The term symplectic was first used mathematically by Hermann Weyl and is taken from

the Greek word meaning “twining or plaiting together”. Symplectic systems consist of a

pair of d-dimensional variables, generally position q and momentum p, “intertwined” by the

symplectic two form,

ω = dp ∧ dq. (B.1)

This is an antisymmetric, bilinear form acting on a pair of tangent vectors to compute the

sum of areas of the parallelograms formed by projecting the vectors onto the planes defined

by the pairs (qi, pi), i = 1, · · · , d giving,

ω(v, w) =
d∑

i=1

(vpiwqi − vqiwpi). (B.2)

A diffeomorphism ψ : X 7→ X on a 2d-dimensional manifold X with coordinates z = (q, p)

is symplectic if it preserves the symplectic form [5]. If we write ẑ = (q̂, p̂) = ψ(q, p) then

the symplectic condition becomes,

[ψz(z)]T J−1ψz(z) = J−1, (B.3)

where,

J−1 =




0 I

−I 0


 ,

ψz(z) is the Jacobian matrix of ψ(z), J is the inverse of the Poisson matrix and I is the

dxd identity matrix.
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B.1.1 Symplecticness of Hamiltonian flow-maps.

To prove that the flow-map Φt,H of a Hamiltonian system H is symplectic we can use

the alternative form for the Hamiltonian,

ż = J∇zH(z), (B.4)

where J is an invertible skew-symmetric matrix (JT = −J). Let,

F (t) =
∂

∂z
Φt,H , (B.5)

then, from (B.3) and (B.4),

F (t)TJ−1F (t) = J−1. (B.6)

Since F (0) is defined as the identity mapping, for which (B.6) holds, we need to show,

d

dt
(F (t)TJ−1F (t)) = 0. (B.7)

Then,

d

dt
(F TJ−1F ) = F TJ−1 d

dt
F +

(
d

dt
F

)T

J−1F

= F TJ−1(JHzz(z(t))F ) + (F T Hzz(z(t))JT )J−1F

= F T Hzz(z(t))F + F T Hzz(z(t))F

= 0.

¤

If a flow-map is symplectic then it possesses certain integral invariants which relate to

the evolution of subsets of phase-space. One such integral invariant is the preservation of

phase-space area for systems with one degree of freedom, d = 1, and volume for d > 1,
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which also follows from Liouville’s theorem [5]. Since the existence of integral invariants

such as this restricts the possible solutions for a Hamiltonian system it is an important

property for numerical integrators if good long term results are required.

B.1.2 Phase-space area preservation for d = 1.

A one degree of freedom symplectic map, ψ : R2 7→ R2, has a Jacobian,

ψz(z) =




a b

c d


 , (B.8)

for some a, b, c, d ∈ R. Substituting (B.8) into (B.3) yields,

ad− bc = 1, (B.9)

which is equivalent to,

det[ψz(z)] = 1. (B.10)

If we let Λ be a bounded subset of phase-space and Λ̂ = ψ(Λ) its image under ψ then the

area α(Λ) is given by,

α(Λ) =
∫

Λ
dqdp. (B.11)

Similarly the area α(Λ̂) is given by,

α(Λ̂) =
∫

Λ̂
dq̂dp̂

=
∫

Λ
det[ψz(z)]dqdp

=
∫

Λ
dqdp

= α(Λ),
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and hence a one degree of freedom symplectic map preserves the area of phase-space. The

proof of the conservation of phase-space volume for d > 1 can be found in references such

as Arnold [5].

B.2 Time-reversal symmetry.

Newtons’s equations of motion possess the geometric property of time-reversibility, which

manifests itself as the invariance of a Hamiltonian H(q, p) under the reflection symmetry

p 7→ −p. The equations of motion for this Hamiltonian are,

q̇ = ∇pH(q, p), ṗ = −∇qH(q, p). (B.12)

If we assume (q(t), p(t)) is a solution of (B.12) and consider (q̂(t), p̂(t)) := (q(−t),−p(−t))

we have,

d

dt
q̂(t) = −q̇(−t) = −∇pH(q(−t), p(−t)) = ∇pH(q̂(t), p̂(t)), (B.13)

d

dt
p̂(t) = ṗ(−t) = −∇qH(q(−t), p(−t)) = ∇qH(q̂(t), p̂(t)), (B.14)

since H(q, p) is even in p for Newtonian mechanics, giving ∇qH even in p and ∇pH odd

in p. This shows that (q̂(t), p̂(t)) is a solution of (B.12). This invariance implies that for

every solution of the Hamiltonian system there is another solution whose trajectory is in

the opposite direction with negated momentum.

This time-reversal invariance can be written, for z = (q, p) and Id the dxd identity

matrix,

H(z) = H(S(z)), (B.15)
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where,

S =




Id 0

0 −Id


 .

For the vector field of a Hamiltonian of the form (B.4) this reduces to,

f(z) = −Sf(Sz), (B.16)

where f(z) = J∇zH(z), since for any flow map Φ−t,H = [Φt,H ]−1. A mapping Ψ with the

property Ψ−t,H = [Ψt,H ]−1is said to be symmetric or self-adjoint.

B.3 Hamiltonian splitting methods.

Symplectic numerical integrators are desirable for the approximation of Hamiltonian

flow-maps but, for complicated systems, can lead to implicit methods which are difficult

to solve. From the definition of symplecticness we see that the composition of symplectic

maps is again symplectic and this leads to the idea of splitting the Hamiltonian. This can

be achieved if it is possible to split the Hamiltonian H into the sum of k ≥ 2 Hamiltonians

Hi, i = 1, · · · , k,

H(z) =
k∑

i=1

Hi(z), (B.17)

where each Hamiltonian vector field,

ż = J∇zHi(z), (B.18)

can be solved explicitly. From this the composition method,

Φ∆t = φ∆t,H1 ◦ φ∆t,H2 ◦ · · · ◦ φ∆t,Hk
, (B.19)
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is a first order symplectic integrator.

For the simulation of systems with time-reversal symmetry, in addition to the symplectic

property, a symmetric method is required but methods composed in the above manner are

generally not symmetric. To achieve this the same Hamiltonian splitting can be utilized

but composed in a symmetric manner as follows,

Φ̂∆t = φ 1
2
∆t,H1

◦ φ 1
2
∆t,H2

◦ · · · ◦ φ∆t,Hk
◦ · · · ◦ φ 1

2
∆t,H2

φ 1
2
∆t,H1

. (B.20)

From this we can see that,

[Φ̂−∆t]−1 = [φ− 1
2
∆t,H1

]−1 ◦ · · · ◦ [φ−∆t,Hk
]−1 ◦ · · · ◦ [φ− 1

2
∆t,H1

]−1. (B.21)

If we arrange for each φ∆t,Hi to be symmetric then we have,

[Φ̂−∆t]−1 = Φ̂∆t, (B.22)

as required. This yields a symplectic, time-reversible mapping which is suitable for Hamilto-

nian systems based on Newton’s equations. In addition it can be shown [42] that symmetric

methods necessarily have order two.

Where the condition that each Hamiltonian vector field can be solved explicitly cannot

be met, these splitting methods can still be of use. Here, if the majority of the solutions

are explicit, splitting leads to a reduced number of simplified vector fields which need to be

solved implicitly.
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Appendix C

Backward error analysis.

Another important feature associated with symplectic integrators is the possibility of

Backward Error Analysis. Since Hamiltonian systems have the symplectic property it has

been postulated that the approximate solution provided by a symplectic integrator is the

exact solution of a modified Hamiltonian. To illustrate this we use an integrable model,

the harmonic oscillator with Hamiltonian Hho = p2/2 + ω2q2/2, to compare the exact and

numerical results as shown in Figure C.1 for ω = π/10. Since the numerical trajectory is

closer to the exact result for smaller step size, h, we see that the the modified Hamiltonian,

Ĥ, must be dependent on h. We make the ansatz,

Ĥ = H + hĤ(1) + h2Ĥ(2) + · · · , (C.1)

where H is the original Hamiltonian and Ĥ(i) are the additional terms of the modified

Hamiltonian which are calculated by the backward error analysis.

The backward error analysis can be performed on the harmonic oscillator model, for a
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Figure C.1: Phase-space diagrams for the harmonic oscillator, with ω = π/10, for step-sizes
h=0.1 an h=1.0 compared to the exact trajectories.

given numerical method, to illustrate this technique when (C.1) is truncated after the term

in h. The equations of motion for the harmonic oscillator are,

q̇ = p, ṗ = −ω2q. (C.2)

For the Euler-B numerical method, where pn represents p at the nth step, is,

pn+1 = pn − hω2qn, qn+1 = qn + hpn+1. (C.3)

Then for Ĥ,

q̇ = p + hĤ(1)
p , ṗ = −ω2q − hĤ(1)

q , (C.4)

where Ĥ
(1)
q = ∂Ĥ(1)/∂q etc. The Taylor series for p at time t,

p(t) = p(0) + tp′(0) +
t2

2
p′′(0) + · · ·

= p(0) + t
[
−ω2q(0)− hĤ(1)

q (0)
]

+
t2

2

[
−ω2q̇(0)− h

(
Ĥ(1)

q (0)
)′]

+ · · ·

= p(0) + t
[
−ω2q(0)− hĤ(1)

q (0)
]

+
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t2

2

[
−ω2

(
p(0) + hĤ(1)

p (0)
)
− h

(
Ĥ(1)

q (0)
)′]

+ · · · ,

giving,

p(h) = p(0)− hω2q(0)− h2Ĥ(1)
q (0)− h2

2
ω2p(0) + O(h3). (C.5)

Since, from the numerical solution, p(h) = p(0) − hω2q(0) we have solution for Ĥ
(1)
q , for

h 6= 0,

Ĥ(1)
q = −ω2

2
p. (C.6)

Similarly the Taylor series yields,

q(h) = q(0) + hp(0) + h2Ĥ(1)
p (0)− h2

2
ω2q(0) + O(h3). (C.7)

From the numerical solution,

q(h) = q(0)− hp(h) = q(0) + h(p(0)− hω2q(0)). (C.8)

From (C.7) and (C.8) we have,

Ĥ(1)
p = −ω2

2
q. (C.9)

Equations (C.7)-(C.8) ⇒ Ĥ(1) = −ω2

2 qp yielding a modified Hamiltonian,

Ĥ =
p2

2
+

ω2q2

2
− hω2

2
qp. (C.10)

This is the equation for an ellipse and, from our knowledge of ellipses, the angle of the

major axis for the modified Hamiltonian will be,

tan 2θ =
−ω2h

1− ω2
. (C.11)
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Figure C.2: Phase-space diagrams for the harmonic oscillator, with ω = π/10, for step-size
h=1.0 compared to the exact trajectories for both the modified and original Hamiltonians.

Figure C.2 shows the phase-space plot for a harmonic oscillator with ω = π/10 and step

size of 1.0 with the plot for the modified Hamiltonian, showing good correlation.

A complete treatment of the Backward Error analysis for symplectic integrators can be

found in the book by Leimkuhler and Reich [42] and the paper by Hairer [22].
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Appendix D

The Equipartition Theorem.

The equipartition theorem states that every degree of freedom of a body which con-

tributes a quadratic term of a coordinate or momentum to the total energy has an average

energy kT/2 where k is the Boltzmann constant. This can be shown as follows by examining

the quantity 〈zk∂H/∂zn〉 in the canonical ensemble for Hamiltonian H(z).

〈
zk

∂H

∂zn

〉
= C−1

∫
zk

∂H

∂zn
exp

(
−H(z)

kT

)
dz,

where,

C =
∫

exp
(
−H(z)

kT

)
dz.

Noting that,

∂

∂zn

[
exp

(
−H(z)

kT

)]
= − 1

kT
exp

(
−H(z)

kT

)
∂H

∂zn
,

then,

〈
zk

∂H

∂zn

〉
= C−1

∫
zk

∂

∂zn

[
−kT exp

(
−H(z)

kT

)]
dz

= C−1

∫
∂

∂zn

[
−kTzk exp

(
−H(z)

kT

)]
dz − C−1

∫
−kT exp

(
−H(z)

kT

)
∂zk

∂zn
dz
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= C−1

∫
dz′

[
−kTzk exp

(
−H(z)

kT

)]zn=∞

zn=−∞
+ kTδkn.

For quadratic terms zk in H,

exp
(
− z2

k

kT

)
→ 0, zk → ±∞,

then,
〈

zk
∂H

∂zn

〉
= kTδkn.

Let H(z) = · · ·+ z2
k/m + · · · for scalar m, then,

〈
zk

∂H

∂zk

〉
=

〈
2z2

k

m

〉
= kT,

giving,
〈

z2
k

m

〉
=

kT

2
,

as required. ¤
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Appendix E

Higher Order Variable Step-size

Methods.

This appendix provides an overview of the paper by Leimkuhler and Sweet [45], where

a backward error analysis is used to develop higher order methods by the application of

composition schemes to the Adaptive Verlet method.

The application of variable step-size techniques to the Verlet method generally lead

to implicit schemes which can be computationally inefficient. In [32] the Adaptive Verlet

method is proposed, a second order explicit integrator that is also time-reversible which,

with re-parametrization function dt
dτ = G(q, p), is defined as,

pn+ 1
2 = pn − τ

2
gn∇qV (qn), (E.1)

qn+ 1
2 = qn +

τ

2
gn∇pT (pn+ 1

2 ), (E.2)

gn+1 + gn = 2G(qn+ 1
2 , pn+ 1

2 ), (E.3)
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qn+1 = qn+ 1
2 +

τ

2
gn+1∇pT (pn+ 1

2 ), (E.4)

pn+1 = pn+ 1
2 − τ

2
gn+1∇qV (qn+1). (E.5)

It has been suggested that higher order methods could be obtained by using the Adaptive

Verlet method as the basic scheme in a composition framework based on the work of Yoshida

[69] for separable Hamiltonian systems. Yoshida’s composition scheme can be derived by

expanding the method as a composition of exponentials with coefficients, we can then use

the Baker-Campbell-Hausdorf (BCH) Theorem to establish constraints on the coefficients

that must be satisfied to obtain a higher order method.

Given a second order symmetric method Ψ∆t with step size ∆t, we can obtain a

higher order method Ψr
∆tof order r and step size ∆t by concatenating Ψ∆t with coefficients

w1, w2, . . . , wm to get:

Ψr
∆t = Ψwm∆t ◦Ψwm−1∆t ◦ · · · ◦Ψw2∆t ◦Ψw1∆t.

The derivation of this is based on the following assumptions: Given a system with flows

exp(tX), where X denotes a vector field on some space with coordinates z, time t and

system initial conditions z0 i.e

ż = X(z) ⇒ z(t) = exp(tX)z0,

and, if we can write X = A + B, we have a map ϕ such that

ϕ : z 7→ z′ = exp(tA)exp(tB)(z) = z(t) + O(t2),

then we can increase the order to r, say, by composing several stages to get

exp(bmtB)exp(amtA) ◦ · · · ◦ exp(b1tB)exp(a1tA) = z(t) + O(tr+1),
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with chosen coefficients ai, bi. The derivation relies heavily on the Baker-Campbell-Hausdorf

(BCH) Theorem where, for two vector fields X, Y we have:

exp(X)exp(Y ) = exp(X + Y +
1
2
[X,Y ] +

1
12

([X, X, Y ]− [Y, Y, X]) +

1
24

[X,Y, Y, X] +
1

720
([Y, Y, Y, Y, X] + [· · ·]) + · · ·),

where [X,Y ] = X.∇Y − Y.∇X is the commutator bracket of vector fields. This can be

extended to a three term product and we can then define a 2nd order method as:

S2nd(τ) : = exp(
τ

2
A)exp(τB)exp(

τ

2
A)

= exp(τα1 + τ3α3 + τ5α5 + τ7α7 + · · ·), (E.6)

for some A,B where α1 := A + B, α3 := 1
12 [B, B, A]− 1

24 [A, A,B]), etc.

The 4th order method is then constructed as follows:

S4th(τ) := S2nd(τx1)S2nd(τx0)S2nd(τx1).

Using the BCH formula we get

S4th(τ) = exp(τ(x0 + 2x1)α1 + τ3(x3
0 + 2x3

1)α3 + τ5(x5
0 + 2x5

1)α5 +

1
6
([B̃, B̃, Ã]− [Ã, Ã, B̃]) + · · ·),

where Ã = τx1α1 + τ3x3
1α3 + · · · and B̃ = τx0α1 + τ3x3

0α3 + · · ·. Expansion of the three

term commutators in Ã, B̃ gives

[Ã, Ã, B̃] = O(τ5), [B̃, B̃, Ã] = O(τ5).

Hence

S4th(τ) = exp(τ(x0 + 2x1)α1 + τ3(x3
0 + 2x3

1)α3 + τ5(x5
0 + 2x5

1)α5 + O(τ5) · · ·).
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Coefficients Verlet Adaptive Verlet
Yoshida 4th 4th 4th

Yoshida 6th 6th 4th

Table E.1: Order of method using fixed and variable step-sizes.

To obtain the 4th order method we must cancel the τ3 term by solving x0 + 2x1 = 1, x3
0 +

2x3
1 = 0 and this yields exact values for the coefficients x0 and x1. Methods with orders

higher than 4 can be produced by repeating the process, but using the new 4th order

method in place of the 2nd order method. Alternatively, more economical integrators can

be produced by solving a set of recursive equations numerically.

Numerical experiments to simulate both the Kepler and Arenstorf orbits, using both

the Verlet and Adaptive Verlet methods composed using coefficients from [69], gave the

results in Table E.1. A clue to the cause of the difficulty lies in the fact that the resolution

of the time re-scaling factor g is only second order. By studying (E.3) we see that there

is no justification to write it as gn+1 = exp(τX̂)gn, for some X̂, as required by Yoshida’s

schemes, however examination of two time steps reveals,

gn + gn−1 = 2G(qn− 1
2 , pn− 1

2 ),

gn+1 + gn = 2G(qn+ 1
2 , pn+ 1

2 ),

hence,

gn+1 = gn−1 + 2
(
G(qn+ 1

2 , pn+ 1
2 )−G(qn− 1

2 , pn− 1
2 )

)
,

which is a candidate for an approximation to gn+1 = exp(2τX̃)gn−1 for some X̃. Consider-

ation of this leads to the following solutions.
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E.1 Odd-even composition (OEC method)

The first solution is to compose the odd and even steps to create a new method on which

to base a composition scheme i.e.

Φτ = Ψ τ
2
,gn+1 ◦Ψ τ

2
,gn .

We have demonstrated this solution using the Yoshida’s 6th order coefficients together with

8th and 10th order cancellation coefficients, denoted Y8 and Y10 respectively, derived from

the 6th order coefficients by the ‘exact’ method as described in [69]. Then Y8 consist of 3

sets of the Y6 coefficients multiplied by wY 81 , wY 80 , wY 81 respectively and Y10 consist of 3

sets of the Y8 coefficients multiplied by wY 101 , wY 100 , wY 101 . where

wY m0 = − 2
1

m−1

2− 2
1

m−1

, wY m1 =
1

2− 2
1

m−1

, m = 8, 10.

In all cases the correct order is observed for the variable step-size method.

E.2 Cancellation of even order terms (CEOT method)

For this method it is assumed that both odd and even terms in τ exist in the Adaptive

Verlet method. By expanding the method using the BCH formula and solving for the

cancellation of error terms using the Newton-Raphson method, the coefficients are produced

for a 15 stage, 6th order, method, as seen in Table E.2. The variable step-size method based

on these coefficients yields 6th order as expected.
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order stages coefficients

6 15

w1 = 0.17237123919774235522095 w9 = w7
w2 = 0.43916784457278231705211 w10 = w6
w3 = 0.15751649148537327377446 w11 = w5
w4 = 0.049871830350506630084584 w12 = w4
w5 = −0.65504082716808852637175 w13 = w3
w6 = −0.33995874304220861772593 w14 = w2
w7 = 0.30963707464606526738266 w15 = w1
w8 = 1− 2

P7
i=1 wi

Table E.2: Coefficients for a 15 stage, 6th order method.

E.3 Pre/post processing (MO method)

The Adaptive Verlet method is described in (E.1)-(E.5). A sequence of steps of this type

can be rearranged as follows.

Pre-processing:

g0 = G(q0, p0), p
1
2 = p0 − τ

2
g0∇qV (q0), q

1
2 = q0 +

τ

2
g0∇pT (p

1
2 ),

g1 + g0 = 2G(q
1
2 , p

1
2 ).

m steps of:

qn+ 3
2 = qn+ 1

2 + τgn+1∇pT (pn+ 1
2 ), pn+ 3

2 = pn+ 1
2 − τgn+1∇qV (qn+ 3

2 ), (E.7)

gn+2 + gn+1 = 2G(qn+ 3
2 , pn+ 3

2 ). (E.8)

Post-processing:

qm+2 = qm+ 3
2 +

τ

2
gm+2∇pT (pm+ 3

2 ), pm+2 = pm+ 3
2 − τ

2
gm+2∇qV (qm+2).

In real time t we can write the evolved time tn+1 in terms of step-size ∆tn, where

∆tn = τgn, as tn+1 = tn + ∆tn. We can then re-write (E.7)-(E.8) in terms of real time as

∆tn+ 1
2 = τgn+1, (E.9)

qn+ 3
2 = qn+ 1

2 + ∆tn+ 1
2∇pT (pn+ 1

2 ), (E.10)
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pn+ 3
2 = pn+ 1

2 −∆tn+ 1
2∇qV (qn+ 3

2 ), (E.11)

tn+ 3
2 = tn+ 1

2 + ∆tn+ 1
2 , (E.12)

gn+2 + gn+1 = 2G(qn+ 3
2 , pn+ 3

2 ). (E.13)

If the system has a flowmap Φ, and substituting zn = (qn, pn), (E.10) and (E.11) can

be written

zn+ 3
2 = Φ

∆tn+1
2
zn+ 1

2 .

We can then use a composition scheme on Φ to obtain a higher order method, say rth

order, as follows

zn+ 3
2 = Φr

∆tn+1
2
zn+ 1

2 ,

where

Φr
∆t = Φwm∆t ◦ Φwm−1∆t ◦ · · · ◦ Φw2∆t ◦ Φw1∆t,

for some standard coefficients w1, · · · wm.

This leads to a mixed-order method that is high order in (q, p) but second order in

the re-scaling factor g. This method is fundamentally different to the OEC and CEOT

methods and it’s applicability is dependent on the smoothness of the re-parametrization

function G(q, p).

E.4 Conclusion.

Three different approaches to obtaining higher order with variable step-size have been

described. It was shown that a simple application of the composition framework with the

141



adaptive Verlet method leads to an order reduction, but that several alternatives can be

developed which provide high order.

The selection of the best approach among those presented is highly problem-specific. If

the time re-scaling factor must be integrated with high accuracy, then the OEC and CEOT

solutions provided in Sections E.1 and E.2 give the best results as, for a rth order method,

the calculation of the re-scaling factor g will also be rth order. Otherwise, it may be desirable

to consider MO methods, from Section E.3, which combine a low-order integration of the

time re-scaling factor with a higher order method in the energy. Such schemes can be much

more efficient than the full high-order alternatives as standard composition schemes may

be used, leading to no increased overhead for the method.
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[50] S. Nosé. A molecular dynamics method for simulation in the canonical ensemble. Mol.

Phys., 52:255, 1984.
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